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Abstract

Cosmological and astrophysical evidence indicates that 85% of the matter content of the universe is in the form of non-baryonic dark matter. A large number of experiments are currently undertaking searches for weakly-interacting massive particles (WIMPs), the leading class of particle candidates for dark matter. This thesis describes the results of such a search with the SuperCDMS experiment, which uses Ge detectors cooled to 50 mK to detect ionization and phonons produced by particle interactions. We perform a blind analysis of 577 kg d of exposure on 7 detectors targeting WIMPs with masses $< 30 \text{GeV}/c^2$, where anomalous results have been reported by previous experiments. No significant excess is observed and we set an upper limit on the spin-independent WIMP-nucleon cross section of $1.2 \times 10^{-42} \text{ cm}^2$ at 8 GeV/$c^2$. We also set constraints on dark matter interactions independent of the dark matter halo physics, as well as on annual modulation of a dark matter signal.

Cryogenic detectors similar to SuperCDMS also have potential applications in neutrino physics. We study several configurations in which dark matter detectors could be used with an intense neutrino source to detect an unmeasured Standard Model process called coherent neutrino scattering. This process may be useful, for example, as a calibration for next-generation dark matter detectors, and for constraining eV-scale sterile neutrinos. In addition, small cryogenic X-ray detectors on sounding rockets with large fields-of-view have the unique ability to constrain sterile neutrino dark matter. We set limits on sterile neutrino dark matter using an observation by the XQC instrument, and discuss prospects for a future observation of the galactic center using the Micro-X instrument.
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Chapter 1

Dark Matter: Observations and Evidence

The dark matter problem is a classic example of a “known unknown”. It is “known” in the sense that numerous lines of evidence across all time scales, across vast length scales, and using very diverse physical probes, suggest that the majority of matter in the universe is a feebly-interacting, non-baryonic type that we call “dark matter”. Yet it is “unknown” in the sense that we have not detected dark matter directly in any terrestrial laboratory experiment. Without study in a controlled laboratory setting, we do not know anything precise about the particle that is the dark matter. We do not know its mass, its interactions with normal matter, and if the dark matter is a single particle or a “dark sector” with complex dynamics like the matter we see in the universe around us. This section describes the basic matter-energy budget of the universe and a sampling of the pieces of evidence that underlie our current understanding of the properties of dark matter.

1.1 $\Lambda$CDM cosmology

Nearly all of modern cosmology, including our understanding of the matter content of the universe, is based on the Robertson-Walker spacetime metric or approximations to it. Observations of the large-scale structure of the universe indicate that it is both approximately isotropic—it looks the same in all directions—and homogeneous—it looks the same at each point. The universe is obviously not exactly homogeneous or isotropic because of the existence of galaxies and other structure, but this is a useful approximation because of a theorem in general relativity [1] that states that the only possible metric for a homogeneous and isotropic universe is given by

$$
    ds^2 = dt^2 - a^2(t) \left[ \frac{dr^2}{1 - Kr^2} + r^2 d\Omega \right],
$$

(1.1)

where $K$ is a constant, $a(t)$ is a function called the scale factor that sets the overall length scale at each time, and where we have used spherical coordinates in which $t$ is time, $(r, \theta, \phi)$ are the usual spherical polar spatial coordinates, and $d\Omega = d\theta^2 + \ldots$
non-relativistic matter \( a(t) \propto t^{2/3} \)

relativistic matter (radiation) \( a(t) \propto t^{1/2} \)

vacuum energy \( a(t) \propto \exp Ht \)

Table 1.1: Time-dependence of the Robertson-Walker scale factor for universes dominated by different types of matter.

\[ \sin^2 \theta d\phi^2 \] is the solid angle. There are three values of \( K \) that produce unique spacetime geometries: \( K = 0 \) (Euclidean), \( K = -1 \) (hyperbolic), and \( K = +1 \) (spherical) \[1\].

Given a metric, the dynamical behavior of the universe is given by solving Einstein’s equation

\[
R_{\mu\nu} - \frac{1}{2} g_{\mu\nu} R + \Lambda g_{\mu\nu} = 8\pi G T_{\mu\nu},
\]

where \( R_{\mu\nu} \) and \( R \) are the Ricci tensor and scalar respectively, \( G \) is Newton’s constant, \( T_{\mu\nu} \) is the stress-energy tensor, and \( \Lambda \) is the cosmological constant. To calculate the equations of motion for the Robertson-Walker metric, we therefore need to specify a stress-energy tensor for the matter content of the universe. On large scales, galaxies, dark matter, and vacuum energy all behave as a perfect fluid, having no viscosity or heat flow, with a stress-energy tensor given by

\[
T_{\mu\nu} = \text{diag}(-\rho, p, p, p).
\]

Plugging in numbers, we arrive at the Friedmann equation

\[
H^2 \equiv \left( \frac{\dot{a}}{a} \right)^2 = \frac{8\pi G}{3} \rho - \frac{K}{a^2},
\]

for the dynamics of the expansion of spacetime. The dimensionless ratio, the Hubble constant, \( H = \dot{a}/a \) measures the rate of expansion. Observations indicate that we live in flat space that contains vacuum energy, nonrelativistic matter, and relativistic matter.

The Friedmann equation is quite useful because it provides a means by which to calculate the time-evolution the scale factor \( a(t) \), telling us under which conditions the universe is expanding or contracting as a function of time, provided we know how the energy density \( \rho \) of the universe varies with the scale factor. For non-relativistic matter, we have \( \rho = \rho_0 (a/a_0)^{-3} \) because if lengths grow by some factor, volumes grow by the cube of that factor, causing the energy density to also drop by the cube. For relativistic matter, such as a photon gas, we know that \( \rho \propto T^4 \) and the entropy \( S \propto V T^3 \). Since \( S \) is conserved if space expands adiabatically, we must have \( T \propto 1/a \), and therefore \( \rho = \rho_0 (a/a_0)^{-4} \). Finally, vacuum energy is characterized by a constant energy density \( \rho = \rho_\nu \). For each of these three energy densities, we can easily solve the Friedmann equation, giving the time-dependence shown in Table 1.1. In all three cases, we remarkably find that the universe expands with time.

If \( \Omega_\Lambda, \Omega_m, \) and \( \Omega_R \) are the fractions of each component, respectively, then we can
rewrite the total energy density as

\[ \rho = \frac{3H_0^2}{8\pi G} \left[ \Omega_\Lambda + \Omega_m \left( \frac{a_0}{a} \right)^3 + \Omega_R \left( \frac{a_0}{a} \right)^4 \right] \] (1.5)

We can further split the matter component of the energy density into two parts \( \Omega_m = \Omega_b + \Omega_c \), where \( \Omega_b \) represents the component due to baryons, and \( \Omega_c \) represents everything else, which we will see next is nonbaryonic dark matter.

1.2 Measuring \( \Omega_m \) and \( \Omega_b \)

A large number of observables, sensitive to very different systematic uncertainties, provide measurements of both \( \Omega_m \) and \( \Omega_b \). While there is minor tension between some of these probes, all observations agree with the basic conclusion that \( \Omega_m h^2 \sim 0.15 \) while \( \Omega_b h^2 \sim 0.02 \); that is, the overwhelming majority of the matter in the universe is nonbaryonic. Astrophysical observations furthermore suggest that this matter must be “dark”, in the sense that it has only gravitational and weak-scale interactions.

1.2.1 Galaxies

Galactic rotational velocities

Some of the earliest compelling evidence for dark matter was the observation that a variety of luminous astrophysical bodies move faster than one would expect if they only experienced the gravitational attraction of other luminous matter. The most dramatic evidence of this type is the rotational velocity of galaxies [3]. If we idealize a galaxy as an axisymmetric rotating distribution of matter, then a test particle of mass \( m \) at a radius \( r \) from the center of the galaxy ought to experience a tangential acceleration due to gravity, equal to its centripetal acceleration

\[ \frac{mv^2}{r} = \frac{GM(r)}{r^2}, \] (1.6)

where \( M(r) \) is the total enclosed mass at radii less than \( r \). If a galaxy consists solely of luminous matter, then we would expect that at large radii, the outermost luminous matter would have rotational velocities that scale as

\[ v \propto \sqrt{\frac{M(r)}{r}}. \] (1.7)

Although this is an idealized picture, it is a very robust prediction that the rotational velocities should drop at radii beyond the bulk of the luminous mass in galaxies.

Detailed measurements of rotational velocity curves can be performed by measuring the redshift of known atomic lines as a function of radius from the center of a galaxy. The emission lines H\( \alpha \) (\( n = 3 \rightarrow 2 \) transition of H), HI (21-cm transition of H), and CO are particularly useful for this measurement because they tend to be
Figure 1-1: Compilation of galactic rotational velocity curves from [5] measured using a combination of CO, Hα, and HI line data from spiral galaxies (including Sb, Sc, SBb, and SBc types).

produced by interstellar gas, which has a particularly low velocity dispersion. HI is further useful because it often extends to radii 3 to 4 times greater than the stars [4].

Extensive measurements of many galaxies using a variety of tracers of the rotational velocity have convincingly shown that rotational velocities are very nearly constant at the highest measurable radii. Figure [1-1] shows the velocity curves for an ensemble of spiral galaxies, clearly showing the constant velocity at high radii. The accepted interpretation of these data is that there exists a halo of non-luminous dark matter surrounding the visible part of the galaxies. Two ingredients are required to prop up the rotational velocities at high radius, even at the edge of the luminous matter distribution: a.) the mass of dark matter must be significantly greater than the mass of luminous matter, and b.) the scale radius of the dark matter halo must be significantly larger than for the luminous galaxies.

Galaxy Clusters

The kinematics of galaxy clusters is a probe of the cluster mass, which can therefore provide additional evidence for the existence of dark matter. Clusters are considered to be more useful than galaxies for measuring the total dark matter density because they sample a larger fraction of the observed universe. Clusters masses can be measured using the virial theorem, x-ray observations, and gravitational lensing.

The virial theorem method [6] relies on the fact that a system in a state of equilibrium ("virialized"), obeys the virial theorem: \( 2T + V = 0 \). Substituting expressions for the kinetic energy and the potential, which depend on the total mass of the cluster,
we can solve for the mass

\[ M = \frac{2 \langle v^2 \rangle}{G \langle 1/r \rangle}, \] (1.8)

where \( \langle v^2 \rangle \) is the mean mass-weighted square velocity relative to the center of mass, and \( \langle 1/r \rangle \) is the mean inverse separation of galaxies from the center of mass. To measure \( \Omega_m \), this estimate of the mass and the cluster luminosity is used to form a mass-to-light ratio \( M/L \). The total matter density of the universe is estimated by multiplying this ratio by an estimate of the total luminosity density of the universe \( \rho_m = (M/L) \mathcal{L} \). This gives a value of

\[ \Omega_m = 0.15 \pm 0.02 \pm 0.04, \] (1.9)

where the first uncertainty is the systematic in the total luminosity density and the second is the uncertainty from the mass-to-light ratio inferred from clusters [2]. These values of total matter density can be compared with independent probes of the baryonic matter density from BBN, described below, to infer that the majority of matter density in the universe is non-baryonic.

X-ray observations and gravitational lensing of galaxy clusters also provide evidence that the majority of matter is nonbaryonic in nature. The most striking examples of these techniques involve collisions of galaxy clusters, such as the “Bullet Cluster” shown in Figure 1-2. The image consists of two galaxy clusters that are believed to have collided with each other. During mergers of galaxy clusters, individual galaxies act like collisionless particles, while the X-ray-emitting intracluster plasma
acts like a fluid, experiencing ram pressure. The Hubble space telescope image in Figure 1-2 is overlaid with the distribution of total matter in blue, inferred from gravitational lensing. Chandra observations are used to estimate the distribution of the intracluster plasma, shown in pink. The total matter distribution traces the galaxies, rather than the X-ray-emitting gas that is known to comprise the majority of the baryonic mass of galaxy clusters. This provides direct evidence that the majority the total matter in the cluster is both nonbaryonic—because it does not emit X-rays—and weakly interacting—because its kinematics are similar to the collisionless galaxies. The interpretation is that during the collision, the hot gas interacted, slowed down, and formed the distinctive shock front visible in Figure 1-2, while the nonbaryonic dark matter and galaxies interacted only minimally in the collision.

1.2.2 Type Ia Supernovae

We observed in Table 1.1 that the expansion rate of the universe depends on its composition. It is possible to measure the expansion history directly using observations of high-redshift Type Ia supernovae. Type Ia supernovae are believed to be produced by a white dwarf in a binary system. White dwarfs are dense stars in which nuclear reactions have stopped occurring, and which are supported only by electron degeneracy pressure. If the white dwarf accretes enough matter from its companion, it can approach the Chandrasekhar limit: the maximum amount of mass that can be supported by electron degeneracy pressure. The ensuing instability leads to high temperatures and pressures that convert light elements into heavy ones, triggering a thermonuclear explosion. Since supernovae always occur near the Chandrasekhar limit, they a fairly uniform amount of fissile material and little variation in peak luminosity [2].

The very high and uniform luminosity of Type Ia supernovae have enabled their use for measuring cosmological distances. This technique was famously used by [8, 9] in the discovery of the accelerating universe. Figure 1-3 shows how different values of matter and dark energy density affect the apparent magnitude of the supernovae as a function of redshift. For flat cosmologies, the preferred matter density from supernovae data is

\[
\Omega_m = 0.28^{+0.09}_{-0.08}^{+0.05}_{-0.04},
\]

where the first error is statistical and the second is systematic [2]. This value of \( \Omega_m \) is larger than inferred by galaxy clusters, but not unreasonably so given statistical and systematic uncertainties in both measurements.

1.2.3 Cosmic microwave background

The cosmic microwave background (CMB) provides the most precise measurements of the energy densities. After the temperature of the universe drops below the ionization energy of hydrogen, and protons and electrons recombine to form neutral hydrogen, the mean free path of photons in the primordial plasma suddenly rises, exceeding the Hubble length, so that the photons are essentially free-streaming. This radiation
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For $\Omega_M = 0.28$ and $\Omega_{\Lambda} = 1 - \Omega_M$, Eq. (1.5.48) gives a negative deacceleration parameter, $q_0 = -0.58$, indicating that the expansion of the universe is accelerating.

The High-z Supernova Search Team originally studied 16 Type Ia supernovae of high redshift (with redshifts ranging from 0.16 to 0.97), including 2 from the Supernova Cosmology Project, together with 34 nearby supernovae, and conclude that $\Omega_{\Lambda} > 0$ at the 99.7% confidence level, with no assumptions about spatial curvature. Their original results are shown in Figure 1.2.

Their best fit for a flat cosmology is $\Omega_M = 0.28 \pm 0.10$ and $\Omega_{\Lambda} = 1 - \Omega_M$, giving an age of about $(14.2 \pm 1.5) \times 10^9$ years, including uncertainties in the Cepheid distance scale. Assuming only $\Omega_M \geq 0$, and with a conservative $H_0 = 70 \text{ km s}^{-1} \text{ Mpc}^{-1}$, $\Omega_M = 0.24$, $\Omega_{\Lambda} = 0.76$.

Figure 1.2: Evidence for dark energy, found in 1998 by the High-z Supernova Search Team, from A. G. Riess et al., Astron. J. 116, 1009 (1998) [astro-ph/9805201]. In the upper panel distance modulus is plotted against redshift for a sample of Type Ia supernovae. The curves give the theoretical results for two cosmologies with $\Omega_{\Lambda} = 0$ and a good-fit flat cosmology with $\Omega_M = 0.24$ and $\Omega_{\Lambda} = 0.76$. The bottom panel shows the difference between data and a formerly popular Einstein–de Sitter model with $\Omega_M = 0.2$ and $\Omega_{\Lambda} = 0$, represented by the horizontal dotted line.

Figure 1-3: Hubble diagram for Type Ia supernovae, from [8]. Upper panel shows the data for two supernovae samples, compared with three cosmologies with different matter densities. Bottom panel shows the residual of the data with a matter-only cosmology.
Figure 1-4: CMB temperature angular power spectrum measured in Planck 2013 data release. The green shaded region shows the magnitude of the cosmic variance, which is also included in the error bars, and the green line shows the best fit model. From [10].

is imprinted with the density fluctuations that existed at recombination, although interactions between us and this surface of last scattering can slightly modify the pattern of anisotropy on the sky. Figure 1-4 shows the angular power spectrum of temperature fluctuations of the CMB on the sky. The peaks in the power spectrum are the result of acoustic oscillations in the photon-baryon plasma of the early universe. The gravitational attraction of baryons resulted in overdensities that were supported against collapse by radiation pressure from photons. This produced outgoing pressure waves of radiation and baryonic matter from the overdensities. These oscillations are imprinted in the CMB temperature by the series of acoustic peaks in the angular power spectrum.

Fitting the ΛCDM prediction for the angular power spectrum provides strong constraints on many of the parameters in the model. In particular, when the baryon density $\Omega_b h^2$ is large compared to the total matter density, odd peaks become larger than even ones, due to the effect on the acoustic oscillations. This also reduces the diffusion length of photons, which pushes the power to smaller angular scales.

The strongest constraints on cosmological parameters using CMB data now come from the Planck satellite. Because of degeneracy with the Hubble parameter, the CMB measurements are primarily sensitivity to the reduced baryon and cold dark
matter densities $\Omega_b h^2$ and $\Omega_c h^2$. The Planck 2013 data release reports values of

\begin{align}
\Omega_b h^2 &= 0.02207 \pm 0.00033 \\
\Omega_c h^2 &= 0.120 \pm 0.003,
\end{align}

(1.11) (1.12)

corresponding to a universe that is approximately 85\% non-baryonic dark matter. Planck also reports a measurement of $\Omega_m = 0.314 \pm 0.020$, in broad agreement with the value from supernovae.

### 1.2.4 Big-bang Nucleosynthesis

Models of nuclei production in the universe are also sensitive to the baryon density, and provide constraints on $\Omega_b h^2$ that are in agreement with the measurements of the CMB, using completely different observables. At early times, protons and neutrons were kept in thermal equilibrium via weak interactions with an interconversion rate $\Gamma_{np} \propto T^5$, which fell faster than the Hubble expansion rate $H \propto T^2$. This resulted in the ratio of protons to neutron “freezing out” of thermal equilibrium around a temperature of 1 MeV, when Hubble expansion overtook the proton-neutron interconversion rate. As temperature dropped below the binding energy for various nuclei, nuclear reactions could begin to occur to form heavier nuclei. In reality, production of deuterium was delayed slightly because of photodissociation until the temperature dropped well below its binding energy of 2.23 MeV. Because of the low energy particle density at this stage of the universe, only 2-body interactions were possible. This fact, the absence of stable nuclei with $A = 5$ or 8, and the high Coulomb barrier for the reactions $^3\text{He}(^4\text{He},\gamma)^7\text{Li}$ and $^3\text{He}(^4\text{He},\gamma)^7\text{Be}$ blocked nucleosynthesis of heavier elements. Only D, $^4\text{He}$, and $^3\text{He}$ were synthesized in significant quantities, with very small amounts of $^7\text{Li}$. Models of big-bang nucleosynthesis (BBN) yield quantitative predictions for the abundances of these light elements. The abundances are importantly parameterized by a single number: the baryon density, normalized to the relic blackbody photon density, $\eta$. This simplicity is not surprising, because the relative densities of all particle species during the evolution of nucleosynthesis are fixed by precisely-measured weak and nuclear cross sections.

Abundances of elements can only be observed at times much after nucleosynthesis. Since stars produce heavier elements by nuclear fusion, abundances that are measured too late will not match nucleosynthesis predictions. Light element abundances have historically been measured by a variety of techniques, but more recent measurements of the D/H ratio have been using absorption lines in light from high-redshift quasars. Measurements of the other light element abundances have been made with a wide variety of techniques. Figure 1-5 shows that the abundance measurements are in general agreement—over 10 orders of magnitude—with only a modest discrepancy in the $^7\text{Li}$ abundance. The inferred baryon-photon ratio is directly related to the cosmological baryon density, and provides the constraint

$$0.021 \leq \Omega_b h^2 \leq 0.025,$$

(1.13)
Figure 1-5: Relative abundances of light nuclei produced during BBN ($D$, $^3$He, and $^7$Li, in decreasing order from top). Yellow boxes indicate the observed light element abundances, while curved bands show the predictions of the abundances from BBN as a function the baryon-to-photon ratio. The width of the predicted bands incorporates the uncertainty from the nuclear cross sections. The blue vertical band indicates the baryon density inferred from CMB measurements, while the pink vertical band indicates the range inferred from the BBN measurements (95% C.L.). From [11].
at 95% C.L. [1], which again is in good agreement with the CMB, and well below the total matter density.

1.3 Summary

In the previous sections, we have seen that $\Lambda$CDM generally provides a good fit to data from the Type Ia supernovae, CMB, and BBN. Supernovae and CMB data consistently point to a matter density of $\Omega_m \sim 0.3$, while CMB and BBN data imply than only 85% of the matter density can be in the form of normal baryonic matter (e.g. protons and neutrons). Furthermore, the presence of a small baryonic and large non-baryonic component of matter seems to be reflected in the kinematics and X-ray emission of both galaxies and galaxy clusters. In other words, the evidence for some kind of dark matter is overwhelming and paints a consistent picture. In the next section, we discuss possible particle models for this non-baryonic component and strategies for detecting it directly.
Chapter 2

Dark Matter: Candidates and Searches

Given the evidence described in the previous chapter, we can enumerate properties that any theoretical dark matter model must satisfy. The dark matter must be massive, so that we observe its gravitational interactions. It must have very weak self-interactions and electromagnetic interactions, to avoid constraints on self-interaction from the bullet cluster and the simple fact that we do not see emission in X-rays. It must be nonbaryonic, in order to evade constraints from BBN and the CMB. It must be stable on cosmological time scales, so that it remains in galaxies at the present epoch. And it must have a viable production mechanism early in the history of the universe. There are a wide variety of candidates that satisfy these properties, such as axions [12], sterile neutrinos [13], primordial black holes [14], and weakly-interacting massive particles (WIMPs) [15]. In this chapter, we will focus on the WIMPs because they are the candidate sought by SuperCDMS. Sterile neutrino dark matter will be discussed in Chapter 8.

2.1 Weakly-Interacting Massive Particles

WIMPs are class of stable particles that possess gravitational and weak interactions and are defined by their production via thermal freeze out in the early universe. None of the particles in the Standard Model (SM) seem to be a good candidate for dark matter. The neutrino would naively appear to be a natural WIMP candidate, but cosmological constraints on the neutrino mass imply that it cannot comprise more than a small fraction of the dark matter density. The existence of dark matter therefore points to new particle physics requiring modification of the SM.

2.1.1 Freeze-out Mechanism

The original motivation for WIMPs came from the observation that thermal freeze out in the early universe provides a mechanism for producing DM with the relic density that we observe today, using weak-scale masses and annihilation cross sections. The
freeze-out story is as follows. In the hot early universe, the DM was in thermal equilibrium with SM particles, being produced and annihilated at equal rates. As the universe expanded, it also cooled. Once the universe cooled below the DM mass $m_\chi$, its production was energetically blocked, so the DM particles could only annihilate, producing exponential Boltzmann suppression of the number density. Eventually the universe expanded so much, however, that particles could not “find” each other to annihilate, and the comoving number density reached the constant relic density that we observe today. This qualitative picture is illustrated in Figure 2-1.

It is useful to repeat this argument in slightly more quantitative terms along the lines of [10] and [15] to gain some additional insight into the physics of freeze out. In thermal equilibrium, the number density of DM particles just given by the integral over the usual Fermi-Dirac or Bose-Einstein distributions

$$n_\chi^{eq} = \frac{g}{(2\pi)^3} \int f(p) \, d^3p,$$

(2.1)

where $g$ is the number of internal degrees of freedom of the DM. The evolution of the
number density over time is described by the Boltzmann equation
\[ \frac{dn_x}{dt} = -3Hn_x - \langle \sigma_A v \rangle \left( (n_x)^2 - (n_x^{eq})^2 \right). \] (2.2)

The first term on the right accounts for the expansion of the universe. The factor \( \langle \sigma_A v \rangle \) is the thermally-averaged annihilation cross section for the DM. This term and the factors after it encode the net rate of annihilation and production of DM.

The Boltzmann equation has no closed form solution, but some rough analytic approximations give insight into the physics. Freeze out occurs roughly when the Hubble expansion rate is comparable to the annihilation rate \( H = \langle \sigma_A v \rangle n_f \). At these times, the universe is radiation-dominated, so the Hubble parameter is \( H \sim T^2/M_{pl} \). At freeze out, the DM number density \( n_f \) is given by the Maxwell-Bolzmann distribution
\[ n_f \sim (m_A T_f)^{3/2} \exp(-m_A/T_f). \] (2.3)

The thermal relic density is given by
\[ \Omega_\chi = \frac{m_\chi n_0}{\rho_c} = \frac{m_\chi T_0^3 n_0}{\rho_c T_0^4}, \] (2.4)
where subscript 0 denotes present quantities, and \( \rho_c \) is the critical density. Taking all these pieces together, we can solve for
\[ \Omega_\chi \sim \frac{m_\chi}{T_f} \frac{T_0^3}{\rho_c M_{pl} \langle \sigma_A v \rangle}. \] (2.5)

Formally speaking, this expression has two moving parts, the DM mass and the cross section. It is well-known, however, that the ratio \( m_\chi/T_f \) is effectively constant and equal to about 20 in natural units, so the density is inversely related to the cross section. In particle physics theories, the cross section is typically a function of the mass scale of the particle. Using dimensional analysis, we can write the cross section as
\[ \sigma_A = k \frac{g_{weak}^4}{16\pi^2m_\chi^2}, \] (2.6)
where \( g_{weak} \simeq 0.65 \) is the weak gauge coupling, and \( k \) is a model-dependent fudge factor. We immediately see that the preferred mass of the WIMP scales as the 1/2 power of the relic density, so there are a wide range of plausible WIMP masses. Plugging in numbers, we find preferred masses in the range of 100 GeV - 1 TeV. This fact is often called the “WIMP miracle” because particles with roughly weak-scale masses produce the observed DM relic abundance. The argument is obviously not quantitatively precise, as order unity factors can modify equation (2.6) in specific theories, but it does provide a very strong rationale for looking for weak-scale dark matter.
2.1.2 Theories

WIMP candidates exist in many plausible extensions of the Standard Model, including the neutralino of supersymmetric models. We discuss supersymmetry and several models of light dark matter that could explain the anomalies that motivate the low-mass search in Chapter 5.

Supersymmetric Models

Supersymmetry is an additional spacetime symmetry that relates each SM particle to a new superpartner particle that differs in spin by 1/2. Supersymmetry has a number of theoretical virtues. It provides a natural way of solving the hierarchy problem: the problem that radiative corrections to the Higgs boson mass should cause it to be much larger than its observed value unless there is an incredibly fine-tuned cancellation. Since the Feynman rules for fermion and scalar loops have opposite sign, radiative corrections for each particle cancels with that for its superpartner, solving the fine-tuning problem. The additional particles of supersymmetry also cause the gauge couplings of the SM to unify near the GUT scale. And finally, the supersymmetry provides a natural dark matter candidate. For technical reasons outlined in [17], the neutralinos (neutral mixtures of the bino, neutral wino, and neutrino higgsinos) are the most plausible WIMP candidates of the superpartners. The gravitino is also a perfectly viable dark matter candidate, but it is not a WIMP, and it would have interaction cross sections too low to be realistically detectable.

Supersymmetric theories introduce large numbers of free parameters associated with the new particles, so phenomenological studies are typically performed by fixing the majority of the parameters. Examples of the constrained models include constrained MSSM (cMSSM; 4 free parameters), and the phenomenological MSSM (pMSSM; 19 free parameters). LHC constraints have significantly improved constraints on the cMSSM parameter space. Recent global fits of the cMSSM to a large number of searches from LHC and well as the LUX experiment can be used to infer preferred regions of neutralino mass and WIMP-nucleon cross section relevant to DM searches, as shown in Figure 2-4. The preferred masses in this global fit is near 1 TeV, but lighter WIMPs are allowed in the less restrictive parameter space of the pMSSM. Ref. [19] finds available parameter space, albeit finely-tuned, for WIMPs as light at 10 GeV.

Light WIMPs

Neutralino dark matter tends to favor masses in the 100 GeV to 1 TeV range, but lighter WIMPs are natural in other plausible models. The absence of any widely-accepted experimental evidence for supersymmetry at the LHC or in dark matter experiments furthermore justifies considering alternative scenarios.

Asymmetric dark matter (ADM) was originally proposed as a way to relate the dark matter and baryon densities [20], but it has received renewed attention in light of low-mass experimental anomalies in direct detection experiments [21]. The basic scenario is motivated by the observation that the baryon and dark matter densities
Figure 2-2: Best-fit WIMP mass and spin-independent WIMP-proton cross section from global likelihood fits of cMSSM to LUX and LHC data. Red contours are at 68% C.L., while red contours are at 95% C.L. Dashed lines indicate fits using alternative parameter constraints. From [18].

are quite similar $\rho_{DM}/\rho_B \sim 5$. While this could be a coincidence, the similarity could also be dynamically generated. In asymmetric dark matter, the asymmetry between matter and anti-matter in the SM sector is transferred to the DM sector by some mechanism (or vice-versa). A variety of mechanisms have been proposed, but electroweak sphalerons and higher-dimension operators and renormalizable interactions have received the most attention [22]. After the transfer of the asymmetry, both the SM and DM number densities are comparable

$$n_\chi - n_\bar{\chi} \sim n_b - n_{\bar{b}}.$$  \hspace{1cm} (2.7)

This, combined with $\rho_{DM}/\rho_B \sim 5$, sets the natural mass scale for asymmetric DM candidates to be $m_\chi \sim 5m_p$.

Like most WIMP candidates, ADM may be constrained by direct detection experiments, described in more detail in the following section. Neutron stars also provide unique constraints on ADM. Because there is an asymmetry of matter over antimatter, the relic DM does not self-annihilate and can accumulate to very high densities in neutron stars. In the case of scalar ADM, the lack of degeneracy pressure means that densities can be quite high. The accretion of DM can push the neutron star over the Chandrasekhar limit, and causing collapse into a black hole [23].

Another class of DM models that accommodates a wide range of WIMP masses is the secluded DM scenario [24]. In typical WIMP models, there is typically a close link between the annihilation and elastic scattering cross sections. Secluded DM
decouples these two cross sections by connecting the DM sector to the visible sector by a metastable mediator whose mass is lighter than the DM. This suppresses elastic scattering rates probed by direct detection, but has no effect on annihilation cross sections. The scenario therefore provides a way of evading the increasingly stringent bounds from the direct detection, while not affecting annihilation rates. Concrete examples of this class of models include $U(1)'$ models, in which an additional gauge group is added to the SM. The $U(1)'$ vector boson does not couple directly to the SM, but instead undergoes kinetic mixing with the SM hypercharge gauge bosons. Small mixing angles then suppress elastic scattering rates.

### 2.2 Direct Detection

Because WIMPs have weak interactions, they can scatter off nuclei in terrestrial experiments. This enables direct detection of astrophysical DM from the galactic halo in a terrestrial experiment. Direct detection has several attractive features. Unlike searches at colliders, whose interpretation depends on the assumed model of dark matter production, direct detection experiments directly probe elastic scattering cross section in a manner that is fairly independent of the underlying particle physics. Direct detection also detects the astrophysical dark matter directly. In contrast, even if new weakly-interacting particles are produced at the LHC, it will be difficult to know whether they constitute dark matter without further confirmation.
2.2.1 Elastic Scattering Rate

Calculating the direct detection rate in a terrestrial experiment gives important insight into the variables that are relevant for designing and optimizing an experiment, as well as the major systematic uncertainties that affect the interpretation of experimental results.

Consider the case of a WIMP of speed $v$ and number density $n$ scattering off a target nucleus $N$. By definition, the differential rate as a function of the target nucleus recoil energy $E_R$ is given by

$$\frac{dR}{dE_R} = n v \frac{d\sigma}{dE_R}(v, E_R). \quad (2.8)$$

Since the WIMP mass is unknown, it is typically more useful to write the number density as $n = \rho_0/m_\chi$, where $\rho_0$ is the DM density. Galactic WIMPs are characterized by a continuous distribution of speeds $f(v)$, often called the WIMP velocity distribution function (VDF), not just a single speed. And we are typically interested in the rate of events per unit mass of target material, rather than the rate for a single target nucleus, so we must divide equation (2.8) by $m_N$. With these modifications, the WIMP-nucleus scattering rate takes its usual form [25]

$$\frac{dR}{dE_R}(E_R) = \frac{\rho_0}{m_\chi m_N} \int_{v_{\text{min}}(E_R)}^\infty dv f(v) \frac{d\sigma}{dE_R}(v, E_R), \quad (2.9)$$

where we have integrated the velocity distribution from the minimum velocity $v_{\text{min}}(E_R)$ capable of producing a recoil of energy $E_R$.

Cross Section

The differential cross section $d\sigma/dE_R$ combines kinematic factors with factors related to the underlying particle physics model. From non-relativistic elastic scattering
kinematics, the recoil energy of the nucleus is given by

\[ E_R = \frac{\mu_N^2 v^2 (1 - \cos \theta^*)}{m_N}, \quad (2.10) \]

where \( \mu_N = m_N m_\chi / (m_N + m_\chi) \) is the reduced mass of the WIMP-nucleon system and \( \theta^* \) is the scattering angle in the center-of-mass frame. Since the WIMP-nucleus system is a non-relativistic scattering problem, we can treat it in the usual way with the incident WIMP as a plane wave scattered by the spherically symmetric potential of the nucleus, whose solutions can be obtained by the partial wave expansion. One can easily show in the partial wave expansion that the scattering is isotropic in the low-energy limit applicable to WIMP-nucleus scattering [26]. In this case, we have

\[ \frac{d\sigma}{d\theta^*} = \int \frac{d\sigma}{d\Omega^*} \sin \theta^* d\phi^* = \frac{\sigma_0}{2} \sin \theta^*, \quad (2.11) \]

and therefore

\[ \frac{d\sigma}{dE_R} = \frac{d\sigma}{d\theta^*} \frac{d\theta^*}{dE_R} \propto \frac{m_N \sigma_0}{2 \mu_N^2 v^2}, \quad (2.12) \]

where \( \sigma_0 \) is the cross section. The differential cross section is then typically written as

\[ \frac{d\sigma}{dE_R} = \frac{m_N \sigma_0 F^2(E_R)}{2 \mu_N^2 v^2}, \quad (2.13) \]

where \( F^2(E_R) \) is the *nuclear form factor*. The form factor encodes the fact that as the momentum transfer increases, the scattering becomes able to probe more of the structure of the nucleus, and the coherence of the interaction is lost. One calculates this formally by solving the scattering problem using the Born approximation. To first order, the scattering amplitude is given by

\[ F(Q) = \int V(r) e^{iQr} d^3r = \frac{4\pi}{Q} \int_0^\infty V(r) r \sin Qr dr, \quad (2.14) \]

which is just the Fourier transform of the nuclear potential. For a sufficiently short-range potential, we can simply replace the potential by the nuclear density function \( \rho(r) \). The computation of the form factor \( F(Q) \) is therefore reduced to determining a density of scattering sites. A common choice is to choose \( \rho(r) \) to be the convolution of two functions

\[ \rho(r) = \int \rho_0(r') \rho_1(r - r') d^3r'. \quad (2.15) \]

In this expression \( \rho_0(r) \) is a kind of idealized density distribution, while \( \rho_1(r) \) is a regularization function that smooths out the idealized density distribution. The classic Helm form factor is obtained by choosing a uniform sphere for the idealized density distribution

\[ \rho_0(r) = \frac{3Ze^{2}}{4\pi r_n^3} \quad (2.16) \]
for \( r < r_n \). The smearing function is just taken to be Gaussian
\[
\rho_1(r) = \frac{1}{(2\pi s^2)^{3/2}} e^{-r^2/2s^2}.
\tag{2.17}
\]

It turns out to be quite difficult to evaluate the integrals explicitly, so we can just use the convolution theorem. Recall that \( \mathcal{F}\{f \ast g\} = \mathcal{F}\{f\} \mathcal{F}\{g\} \). Since the form factor \( F(Q) \) is just the Fourier transform of the density function, we just have
\[
F(Q) = \mathcal{F}\{\rho_0\} \mathcal{F}\{\rho_1\}
= \mathcal{F}\{\rho_0\} e^{-Q^2s^2/2}
= \frac{3Ze}{4\pi r_n^3} e^{-Q^2s^2/2} \frac{4\pi}{Q} \int_0^{r_n} r \sin Qr dr
= \frac{3Ze}{Q^2 r_n^3} e^{-Q^2s^2/2} (\sin Qr_n - Qr_n \cos Qr_n).
\tag{2.21}
\]

Lewin and Smith \[27\] favor the following choice of parameters:
\[
r_n = \sqrt{R^2 - 5s^2}
\tag{2.22}
\]
\[
R = [0.89A^{1/3} + 0.3] \text{ fm}
\tag{2.23}
\]
\[
s = 1 \text{ fm}.
\tag{2.24}
\]

Finally, for spin-independent interactions, the cross-section can generally be written as
\[
\sigma_0 = \frac{4\mu_N^2}{\pi} [Zf^p + (A - Z)f^n]^2,
\tag{2.25}
\]
where \( Z \) is the number of protons in the target nucleus, \( A \) is the number of total nucleons, and \( f^p \) and \( f^n \) are the coupling constants to protons and neutrons respectively. WIMP scattering is conventionally assumed to be isospin-conserving, in which case \( f^p = f^n = f \), and the cross section reduces to
\[
\sigma_0 = \frac{4\mu_N^2}{\pi} A^2 f^2.
\tag{2.26}
\]
The total elastic scattering cross section depends on the number of nucleons and therefore varies for different experiments. Since \( f \) is the only unknown and is the same for all experiments, it is common to express the cross section in terms of the WIMP-nucleon cross section, normalized to the value for a single proton
\[
\sigma_p = \frac{4\mu_n^2}{\pi} f^2.
\tag{2.27}
\]
Combining the previous two equations, we then have the relation between the WIMP-
nucleus and WIMP-nucleon cross sections

\[
\sigma_0 = \frac{\mu_N^2}{\mu_n^2} A^2 \sigma_p.
\] (2.28)

There are several important points to note about the previous few equations. First, isospin-conserving dark matter is a coherent interaction, in the sense that it scales with the square of the number of nucleons \(A\). Heavier nuclei, such as Ge will tend to produce a higher event rate than lighter nuclei such as Si. Second, the total cross section has been parameterized by one unknown quantity \(\sigma_n\)—essentially the total cross section normalized per nucleon—which crucially can be compared across experiments using different targets. And finally, the assumption of isospin conservation is completely arbitrary. Interest in isospin-violating DM was triggered in recent years by [28] which pointed out that \(f^p \neq f^n\) can reduce the tension between null and positive results in two experiments using different target nuclei. In particular, [29] proposed that the ratio \(f^p/f^n\) could even be tuned specifically so that Xenon-based experiments specifically would have a significantly reduced rate compared to other targets, known as the “Xenophobic” dark matter scenario\(^1\). Although the xenophobic scenario is an exotic possibility, exotic physics is not needed to produce isospin violation: dark matter comprised of Dirac neutrinos has \(f^p/f^n \sim 0.08\) [27].

**Halo Physics**

To a rough approximation, the DM halo should be non-relativistic (otherwise the DM would not be bound), in thermal equilibrium (because it is old), and sufficiently weakly interacting so that the effect of baryons can be neglected (otherwise we would have already observed the DM through non-gravitational interactions). The phase space density for a DM particle in the halo under these assumptions is given by Maxwell-Boltzmann statistics

\[
f(x, v) = C \exp(-E(x, v)/k_B T),
\] (2.29)

with an energy

\[
E(x, v) = \frac{1}{2} m_\chi |v|^2 + m_\chi \Phi(x),
\] (2.30)

where \(\Phi(x)\) is the gravitational potential, and \(C\) is just a normalization constant. In this case, the velocity distribution function (VDF) is just given by marginalizing over

\(^1\)The rate in Xe cannot be tuned exactly to zero using isospin violation, however, because of the presence of different isotopes in naturally occurring Xe.
the spatial coordinates

\[ f(v) = \int d^3x f(x, v) \] (2.31)

\[ = 4\pi C \int dx \exp \left( -m_\chi |v|^2 / 2k_B T \right) \exp \left( -m_\chi \Phi(x) / k_B T \right) \] (2.32)

\[ \propto \exp \left( -m_\chi |v|^2 / 2k_B T \right) \] (2.33)

\[ \propto \exp \left( -|v|^2 / 2\sigma_v^2 \right) . \] (2.34)

The VDF is therefore just a Maxwell-Boltzmann distribution with dispersion \( \sigma_v \), which is related to the circular velocity of the DM by \( \sigma_v = \sqrt{3/2} v_c \). Since the Milky Way as a finite escape velocity, the velocity distribution is also typically truncated at this \( v_{esc} \). The There are a variety of important halo parameters that highlight the sensitivity of DM experiments to systematic uncertainty in the halo physics.

- **Density:** The local density of dark matter is canonically taken to be \( \rho_0 = 0.3 \text{ GeV/c}^2 \text{ cm}^{-3} \). Although this value appears to be roughly similar to a variety of measurements, Ref. [30] points out that the origin of this exact value is unclear. Most methods of determining \( \rho_0 \) involve constructing a model of the matter distribution in both the dark matter and luminous components of the Milky Way, and then estimating its parameters from observational data such as rotation curve measurements, velocity dispersions of halo stars, and local surface mass density. The chosen parameterizations of the mass densities can have a significant effect on the extracted value of \( \rho_0 \), resulting in significant unmodeled systematic uncertainties. Ref. [30] points out, for example, that [31] and [32] use power law and Einasto DM profiles, respectively, with modest differences in their modeling of the stellar component. They arrive at densities of \( 0.30 \pm 0.05 \text{ GeV/c}^2 \text{ cm}^{-3} \) and \( 0.39 \pm 0.03 \text{ GeV/c}^2 \text{ cm}^{-3} \), which suggests the presence of unquantified systematic errors. High-resolution simulations of MW-like galaxies, such as [33], furthermore indicate that assumption of spherical symmetry for the DM density is not accurate, and there maybe overdensities of DM in the stellar disk as high as 40%. Their analysis argues for adopting a local density of \( 0.466 \pm 0.033(\text{stat}) \pm 0.077(\text{syst}) \text{ GeV/c}^2 \text{ cm}^{-3} \).

Setting aside detailed criticism of the various studies, it is clear that the local density has a large uncertainty. Fortunately, this uncertainty impacts all experiments equally, because it simply scales the overall rate observed in a direct detection experiment. It is does not affect the comparison of results between different experiments.

- **Circular speed:** The canonical value of circular speed used by DM experimentalists is \( v_c = 220 \pm 20 \text{ km s}^{-1} \), which comes from a review of galactic constants dating from the 1980s [34]. This review surveyed a large number of determinations using a variety of methods and took a simple average of the values and uncertainties. More recent determinations using galactic masers have
found slightly higher speeds in the range of 235-255 km s$^{-1}$, as reviewed in [30], highlighting the systematic uncertainties of different measurements.

- **Escape speed:** The integral over the WIMP VDF is cut off at a maximum speed given by the escape speed of the Milky Way. In analyses of experimental data, this is typically taken to be a hard cutoff. The most recent widely cited value of escape speed is $498 < v_{esc} < 608$ km s$^{-1}$ (90% C.L.) estimated high-velocity stars in the RAVE survey [35]. The escape velocity plays an important role in the interpretation of direct detection experiments at low WIMP mass. At low WIMP mass, experiments are only sensitive to the high-speed tail of the Maxwell-Boltzmann distribution, and a large escape velocity will enable an experiment to be sensitive to lighter WIMPs.

- **VDF shape:** The assumption that the WIMP VDF is of Maxwell-Boltzmann form is a convenient simplifying assumption, but it is likely inaccurate. Modern N-body simulations indicate that there is significant halo-to-halo variation in the VDF among galaxies with similar mass and structure to the Milky Way. The VDF is moreover strongly affected by the merger history of the Milky Way [36].

- **Earth’s motion:** The Maxwell-Boltzmann distribution for the WIMP speed is valid in the rest frame of the galaxy, but detectors are located on Earth, which is orbiting both the sun and the Milky Way. This is accounted for by performing a time-dependent, Galilean transformation $v \rightarrow v + v_e(t)$. The earth’s motion relative to the galactic rest frame $v_e(t)$ must include the effects of the sun’s motion relative to the local standard of rest (LSR)$^2$ the sun’s peculiar motion relative to the LSR, and the Earth’s orbit around the sun. The circular motion of the LSR is typically taken to be $v_c = 220$ km s$^{-1}$, with compilations of measurements giving a mean value of $v_c = 220 \pm 20$ km s$^{-1}$ [34]. The peculiar motion of the sun in galactic coordinates is given by $v = (10.0 \pm 0.4, 5.2 \pm 0.6, 7.2 \pm 0.4)$ km s$^{-1}$ [25]. And the rotational speed of the earth around the sun is 29.8 km s$^{-1}$ [37]. This component of the earth’s annual motion gives rise to an important annual modulation of the rate expected in direct detection experiments.

Taking all of these pieces together again, we can rewrite the elastic scattering rate again and explore how it scales with experimental parameters such as mass and nuclear target. The total differential rate is given by

$$\frac{dR}{dE_R}(E_R) = \frac{\rho_0 \sigma_p}{2 \mu^2 m_\chi} A^2 \int_{v_{min}(E_R)}^{v_{esc}} d^3v \frac{f(v + v_e)}{v} F^2(E_R).$$ (2.35)

The differential rate for several WIMP masses and a Ge target is shown in Figure [2-5]. Several features are worth mentioning. Due to kinematics, the recoil energy spectrum extends to higher energies as the WIMP mass increases. This means that

\footnote{The mean motion of material in the neighborhood relative to the galactic frame.}
experiments with a nonzero energy threshold have a corresponding mass threshold, below which they are not sensitive to WIMPs.

The recoil spectrum is also approximately exponential, with an unknown slope because the mass is unknown. This renders it very difficult to distinguish from many background sources, except lines. But bump-like features could even be produced by non-minimal dark matter interactions, such as inelastic dark matter [38]. This motivates the use of zero-background experiments, which have expected backgrounds much less than one event, so that any excess of events can be interpreted as significant.

Also important is the scaling of the signal with nuclear target. As we discussed above the total nuclear cross section is proportional to $A^2$, so heavier nuclei tend to be preferable. Because experiments have nonzero energy thresholds, however, lighter nuclei may be preferable at low WIMP mass, as shown in Figure 2-6. The Xe-based LUX experiment used a nuclear recoil energy threshold of 3 keVnr [39], and the Ge and Si detectors of CDMS II and SuperCDMS have generally achieved thresholds of about 1-2 keVnr. Given these thresholds, it is possible for Ge and Si to be competitive or better than Xe at low masses, even with smaller exposures.

Regardless of which single target has the highest rate under the standard assumptions, the use of multiple nuclear target elements in multiple experiments is generally helpful. We have seen in this section that many factors, such as the isospin coupling and halo physics can significantly affect the WIMP interaction rates differently for each target. The use of multiple targets and experiments helps eliminate these “blind spots” in our searches.
Figure 2-6: Rates for elastic scattering of WIMPs on Si, Ar, Ge, and Xe for 5 GeV and 20 GeV WIMPs with a WIMP-nucleon cross section of $10^{-42}$ cm$^2$. 
Chapter 3

iZIP Detector Physics

The ultimate goal of any direct DM experiment is to achieve as low a background as possible while maintaining as large a fiducial volume and signal acceptance as possible. This goal can either be achieved by designing the detector and readout to have excellent discrimination between signal and background or by using clean materials that contain less background in the first place. Because SuperCDMS at Soudan uses the same low-background setup as CDMS II with only a slightly larger detector mass, the primary improvements are in the detector design which enables significantly better background discrimination with higher acceptance compared with CDMS II detectors. SuperCDMS at Soudan uses new detectors known as interleaved $z$-sensitive ionization and phonon (iZIP) detectors, which have much better rejection of the surface events that were the limiting background of CDMS II. In this section, we describe the rudiments of the detector physics and then how the iZIP design combines with the phonon and charge physics to enable background discrimination. A more detailed discussion of the design principles of the iZIP can be found in the theses of Matt Pyle [40] and Scott Hertel [41].

3.1 Detector Basics

To set the stage, let’s first consider at a cartoon level what an iZIP is, and what occurs inside of it in the instant just after a particle interacts in the detector. Once we’re oriented, we’ll spend the rest of the chapter unpacking each of step of the cartoon-level picture. If you are comfortable just knowing what stuff happens rather than why stuff happens, this sketch should be all you need for understanding the analysis in the subsequent chapters, and you can skip the rest of this chapter. But the details of the detector physics are interesting and useful for understanding some of the design drivers of iZIP detectors.

iZIP detectors consist of 0.6 kg Ge crystals with ionization and phonon sensors photolithographically patterned on the top and bottom sides, as shown in Figure 3-1. The crystals are 1 inch thick and 3 inches in diameter. Ionization and charge sensors are interleaved so that the ionization and phonon signals are read out on both sides. Ionization channels are partitioned into an inner electrode and an outer guard ring,
Figure 3-1: 3-inch iZIPs detector, in housing, used in SuperCDMS at Soudan. The spiral pattern on the top is the parallel array of phonon absorbers and TESs. The ionization electrodes are interleaved between the phonon channels, but they are too small to be visible in the image.
Figure 3-2: Layout of phonon and ionization channels on the iZIP. Each side has interleaved phonon and ionization sensors. Charge readout is partitioned into two channels per side, while phonon readout is partitioned into four channels on each side. Both sides are identical, but clocked by 60°.

While the phonon channels are partitioned into three inner channels and one outer guard ring, as shown in Figure 3-2.

When a nuclear recoil occurs in the detector, a chain of events is set into motion:

- **Prompt phonons** are produced by the recoiling nucleus and electron-hole pairs are excited.

- Because charge electrodes are held at ±2 V on each side of the crystal, the charge carriers drift to opposite sides of the detector in a few $\mu$s.

- While they drift, charge carriers reach a terminal velocity in the Ge, yet they are still moving through a potential. This additional energy is converted into a type of phonons called **Neganov-Luke phonons**\(^1\) [42, 43].

- Charge carriers recombine at the electrodes on the detector surface, and the gap energy is converted into phonons called **recombination phonons**.

\(^1\)With no disrespect intended to Mr. Neganov, we’ll hereafter refer to these phonons simply as “Luke phonons”, following colloquial SuperCDMS usage.
High-energy prompt phonons have a very short mean free path, which rapidly rises as they downconvert in energy, in a process called quasi-diffusive propagation. At this stage, phonons are not homogeneous in the detector, and their distribution contains information about the position of the event (or of the charge carriers that produced Luke phonons).

Within approximately 100 $\mu$s, the mean free path of phonons has increased to become comparable to the size of the detector, and propagation becomes ballistic. In the ballistic stage, the distribution of phonons is obviously homogeneous, and position information is completely lost.

During this phonon propagation process, if a phonon hits a surface that is instrumented by a phonon sensor, it has some chance of being absorbed and measured.

The phonon sensors, called quasiparticle-assisted electrothermal-feedback transition-edge sensors (QET), absorb the phonons because they break Cooper pairs in superconducting Al fins, producing Bogoliubov quasiparticles. The quasiparticles diffuse and eventually are trapped in W transition-edge sensors where they are read out. This process occurs continuously over the course of several ms in the iZIP detectors used in Soudan.

The division of the energy between the ionization and phonon systems can be understood as evolving through three separate stages. In the first stage, there is just the recoil energy of the event, which is partitioned into an ionization component and a prompt phonon component

$$E_0 = E_{\text{recoil}} = (E_{\text{eh}})^Q + (E_{\text{prompt}})^P, \tag{3.1}$$

where we have used the superscripts $Q$ and $P$ to denote the portions of the energy in the charge and phonon systems, respectively. Near the end of the charge drift, additional energy has been added to the system in the form of Luke phonons. The energy contained in these phonons arises from the work performed by the electric field during the drift of the charge carriers. The total energy at this stage is

$$E_1 = E_{\text{recoil}} + E_{\text{Luke}} = (E_{\text{eh}})^Q + (E_{\text{prompt}} + E_{\text{Luke}})^P. \tag{3.2}$$

Finally after the charge carriers recombine at the electrodes, the energy of the charge carriers is returned to the crystal in the form of recombination phonons

$$E_2 = (E_{\text{eh, recombination}} + E_{\text{prompt}} + E_{\text{Luke}})^P. \tag{3.3}$$

This seemingly trivial accounting is actually important because it tells us that the full recoil energy of the event is eventually returned to the crystal, and we need only subtract off the Luke component to estimate the recoil energy.

\[2\] Quite a mouthful.
In the end, each event leaves us with both a charge energy and a phonon energy. There are two obvious ways that this information can be used to gain insight into the nature of the event. First, electron recoils induced by low-energy gammas and betas produce deposit a larger fraction of their recoil energy into ionization than do nuclear recoils. This fraction, known as the ionization yield, is 1 for electron recoils, while it is around 0.1-0.3 for low-energy nuclear recoils in Ge. The discrimination power of ionization yield depends considerably on the efficiency of charge collection and energy resolution, but it is excellent for bulk electron recoils: one internal estimate of the iZIP background fraction from gammas was $< 4.7 \times 10^{-6}$ (90% C.L.) above 8 keVnr (using a charge fiducial volume with 30% efficiency). Electron recoils very near the detector surfaces (e.g. very low-energy gammas or betas), however, typically have reduced ionization collection, and yield-based discrimination may be considerably less effective for these species.

Position information is the other way to separate signal and background because WIMPs interact uniformly in the detector, but betas and low-energy gammas will stop in the outer layer. The trajectories of charges, on average, “point back” to the event location, so segmenting the charge readout into multiple channels provides crucial position information. Events with a large signal in the outer charge channel tend to interact near the detector sidewall, for example. By interleaving ionization and phonon electrodes, the electric field is furthermore manipulated to provide exquisite rejection of surface events on the top and bottom of the detector. This is depicted in Figure 3-3. Interactions in the top or bottom $\sim 1$ mm of the detector produce a charge signal only on one side, while events in the bulk produce a charge signal on both sides.

Phonons are also sensitive to the position of events. As noted in the bullets above, it takes 100-200 $\mu$s for the phonon population to become fully ballistic and homogeneous in the detector. Before this time, charge channels near the quasi-diffusively expanding phonon “ball” will tend to absorb significantly more phonon energy. This early or prompt component of the phonon pulse in each channel is therefore roughly sensitive to the distance of the event from the channel.

### 3.2 Charge

#### 3.2.1 Physics and Readout

SuperCDMS detectors are made of Ge, and the behavior of the charge signal depends crucially on several aspects of the semiconductor properties. Ge has a band gap (0.74 eV), meaning that electrons must gain a fixed threshold of energy before they can leave the localized valence band and move freely in the conduction band. At finite temperature, the probability that an energy state is occupied is given by the Fermi-Dirac distribution, and some charge carriers in the tail of the distribution will populate the conduction band. The 50 mK at which SuperCDMS detectors are operated is sufficiently low, however, that charge carriers are essentially “frozen out”, meaning that there are no electrons in the conduction band and the crystal behaves
Figure 3-3: Schematic cross sectional view of iZIP electric field. Grey lines depict the approximate orientation of electric field lines. Charge carriers produced in the center of the detector experience a relatively uniform field, drifting along the red ($e^-$) and blue ($h^+$) dotted lines. At the top and bottom surfaces, the scalloped pattern of the electric field causes charge carriers to drift to the same side. The 1-sided charge signal of surface events provides excellent discrimination from bulk nuclear recoils. (Courtesy of Scott Hertel)
As an insulator.

When energy is deposited in the detector, electrons and holes are excited into the conduction band. How many charge carriers are produced? Charge carriers are randomly populated into conduction band states by ionizing radiation, with a mean energy that has been measured to be 2.96 eV / $e\hbar$ pair [45]—greater than the size of the band gap.

As discussed in the previous section the fraction of the recoil energy that produces charge carriers is highly dependent on the incident radiation. The theory of Lindhard is typically used to model the ionization yield of solid state detectors [46]. The ionization yield as a function of recoil energy is summarized concisely in Ref. [27] and given by

$$y(E_R) = \frac{kg(\epsilon(E_R))}{1 + kg(\epsilon(E_R))}, \quad (3.4)$$

with

$$\epsilon = 11.5 E_R Z^{-7/3} \quad (3.5)$$

$$k = 0.133 Z^{2/3} A^{1/2} \quad (3.6)$$

$$g(\epsilon) = 3 \epsilon^{0.15} + 0.7 \epsilon^{0.6} + \epsilon. \quad (3.7)$$

In these expressions, the recoil energy $E_R$ has units of keV, $Z$ is the atomic number, and $A$ is the number of nucleons. Figure 3-5 shows the ionization yield using standard values from the Lindhard theory, which is in the range of 0.2-0.3 over the range of recoil energies relevant to most Ge-based DM experiments. This comparatively low yield is one major motivation for using phonon-based readout: the raw signal available is significantly higher. Over several decades, a large number of measurements have confirmed that Lindhard is a reasonable approximation to the true ionization yield. Of interest to DM searches are the SuperCDMS $^{252}$Cf calibrations discussed in Chapter 5 as well as measurements using the CoGeNT [47] and TEXONO [48] detectors.

Once charges are produced, they propagate under the influence of the electric field, with momentum described by the equation of motion

$$\hbar \frac{dk}{dt} = eE. \quad (3.8)$$

Near a minimum of the conduction band, we can approximate the dispersion relation of the semiconductor to leading order by a quadratic equation

$$E = E_0 + \frac{\hbar^2}{2} [M^{-1}]_{\alpha\beta} k_\alpha k_\beta, \quad (3.9)$$

and the particle acceleration by

$$a = \frac{e}{\hbar^2} [M^{-1}]_{\alpha\beta} E_\beta, \quad (3.10)$$

where $[M^{-1}]$ is the inverse effective mass tensor. In the special case that the band
Figure 3-4: Electronic band structure of Ge. The four valence bands are shown shaded in gray. The energy gap to each of the electron valleys are indicated on the diagram. From [44].
structure is isotropic (i.e. the energy levels have the same shape in any direction of crystal momentum), then \([M^{-1}]\) reduces to simply a scalar \(1/m^*\) [19]. From Figure 3-4 it is clear that the holes have a roughly isotropic band structure because the maximum of the valence band is centered at [000] and approximately parabolic in this neighborhood. Electrons on the other hand have a conduction band minimum in the [111] direction. Since the electric field in SuperCDMS detectors is applied in the [100] direction, this results in electron propagation along four axes oriented at 33 degrees from the electric field axis. This is qualitatively visible in a simulation from [50], shown in Figure 3-6 which first discussed the phenomenon in the context of SuperCDMS detectors.

Once charges propagate through the detector, they are read out by a charge amplifier whose circuit diagram in shown in Figure 3-7. The charge propagation in the detector induces an image charge on the coupling capacitor. The amplifier in turn charges the feedback capacitor, which slowly discharges through the feedback resistor. The typical rise time of an ionization pulse is about 1 \(\mu s\) (comparable to the charge drift time and digitization rate, so the pulse shapes are not sensitive to the drift velocity), while the typical fall time is about 50 \(\mu s\).

### 3.2.2 Ionization-based Surface Event Discrimination

The interleaving of ionization and phonon electrodes at alternating potentials produces one-sided ionization readout for surface events on the top and bottom surfaces, as in Figure 3-3. CDMS II detectors had a surface event discrimination of about 1:200, which was not adequate for scaling to much large detector masses, but the
Electrons: \(E = 1.0\) V/cm; 1000 scatters; \(T_{\text{ave}} = 0.281\) \(\mu\)s; \(v_d = -26.3\) km/s

Figure 3-6: Simulation of oblique propagation of electrons in the [111] crystal direction in Ge. Taken from [50].

Figure 3-7: Circuit diagram of ionization readout electronics. The section labeled “Gate” is a JFET amplifier. \(C_D\) is the detector capacitance, \(C_p\) is a parasitic capacitance, \(C_c\) is a coupling capacitor, and \(C_{FB}\) is a feedback capacitor. Taken from [51].
interleaved design of the iZIP essentially solves this problem. To characterize the surface event rejection ability of the iZIP, two detectors operating in Soudan had $^{210}$Pb surface events sources placed above one of their sides. The source plates were Si wafers that were temporarily exposed to Radon gas.

After several months of data-taking in WIMP-search mode, the surface event rejection power of the ionization readout was measured. The data, after some basic quality cuts and a cut on the outer charge channel energy to remove events near the sidewall, are shown in Figure 3-8. During 906 live hours of exposure, $7.2 \times 10^4$ electrons and $1.6 \times 10^4$ $^{208}$Pb recoils were observed with no events in the signal region, allowing a limit to be put on the surface event rejection factor of the iZIP at $1.7 \times 10^{-5}$ at 90% C.L. with 50% acceptance in the 8-115 keVnr energy range for a 60GeV/$c^2$ WIMP [52]. This surface event rejection is sufficient to maintain no background from surface events in an experiment with hundreds of tons of target mass.
3.3 Phonons

Phonons are collective vibrational excitations of the crystal lattice. The collective motion of the crystal lattice is described by eigenfunctions of the hamiltonian

$$H = \sum_j \frac{P^2_j}{2M_j} + \sum_{j \neq j'} \frac{1}{2} \frac{Z_j Z_{j'} e^2}{4\pi\varepsilon_0 |R_j - R_{j'}|} - \sum_{ij} \frac{Z_j e^2}{4\pi\varepsilon_0 |r_i - R_j|},$$  \hspace{1cm} (3.11)

where the first sum is the kinetic energy, the second describes the interaction of ions in the lattice, and the third describes the interaction of electrons with ions in the lattice. This is analytically intractable, so we make some simplifying approximations. Assume that the ions only see a fixed, time-averaged adiabatic potential from the electrons, Taylor expand the potential about the equilibrium position of the ions, and throw away terms above the leading quadratic ones. The hamiltonian for N particles is therefore rewritten as a collection of 3N independent harmonic oscillators, an approach known as the harmonic approximation (discussed very clearly in Chapter 3 of [53] and Chapter 23 of [54]). The frequencies of the harmonic oscillators correspond to the normal modes of the system, one \(\omega_s(k)\) per mode (the subscript \(s\) denotes the polarization of the displacement, relative to the wave vector \(k\)), and the energy of each mode is \((n_s k + 1/2)\hbar \omega_s(k)\), with \(n_s k\) an integer. In analogy with photons, the energy of the normal modes are quantized in units of \(\hbar \omega_s(k)\), so these excitation quanta are called phonons, each characterized by their wave number \(k\) and their polarization \(s\) either along the direction of propagation (longitudinal), or perpendicular (transverse).

3.3.1 Phonon Propagation

When an event occurs in the iZIP, three types of phonons are produced:

- **Prompt phonons**: These are high-frequency phonons (\(\nu > 1\) THz) produced by the recoil itself in its immediate vicinity. Their initial frequency distribution is not well-understood, but this is irrelevant because they rapidly downconvert to lower energies, destroying the initial distribution [55]. During the initial phonon propagation, two scattering processes are relevant:

  1. **Anharmonic decay**: This inelastic process results from the deviation of the crystal hamiltonian from the perfect harmonic approximation that we used to derive the stationary states of the crystal. In other words, the higher order terms that we threw away after Taylor expanding equation (3.11) are not completely negligible. Because the crystal is not perfectly harmonic, the stationary states are not perfect normal modes [56]. This nonideal behavior manifests itself in a process by which a single phonon can decay into two lower-energy phonons. The rate for this process in Ge is given by [55]

$$\Gamma = (6.43 \times 10^{-55} s^4)\nu^5.$$  \hspace{1cm} (3.12)
Since the scattering rate is quintic in frequency, the phonon downconversion process occurs very rapidly after the energy deposition.

2. Isotope scattering: This elastic process occurs due the presence of ions of different isotopes in the crystal lattice. This process is very important in Ge because of the significant presence of five different naturally occurring isotopes. The rate for this process in Ge is given by

$$\Gamma = (3.67 \times 10^{-41} \text{ s}^3) \nu^4. \quad (3.13)$$

At short times after the event, the high scattering rates mean that the mean free path of the phonons is quite short, and the phonon ball expands slowly with increasing mean free path over time, until the phonon energy ultimately becomes homogeneous in the detector.

- Luke phonons: When charge carriers propagate throughout the crystal, they produce phonons along their trajectory \[43\]. Charge carriers rapidly reach a constant drift velocity in the electric field due to the effect of scattering off impurities in the crystal. As a result of this process, phonons are produced in proportion to the electric potential traversed by the charge carriers. The amount of Luke phonon energy produced by \(n\) pairs of charge carriers traversing a potential \(\Delta V\) is given by

$$E_{\text{Luke}} = n e \Delta V. \quad (3.14)$$

These Luke phonons have frequency and angular distributions shown in Figure 3-9. The angular distribution is strongly focused along the direction of the charge propagation, which implies that the Luke phonon signal measured in the detector should have a strong spatial correlation with the charge information.
This is one of the important mechanisms by which phonons can provide redundant position information in addition to the charge signal: if the charge signal of a surface event is asymmetric, then the phonon signal will share some of this asymmetry.

- **Recombination phonons**: When charge carriers recombine at the electrodes on the surfaces, they release their gap energy into the form of ballistic phonons. The presence of these phonons ensures that the full recoil energy of the event is returned to the crystal in phonons.

### 3.3.2 Phonon Readout

Phonons can be read out in two distinct configurations: *thermal* and *athermal*. In a thermal readout design, the timescale for phonons to downconvert to a thermal distribution is much shorter than the sensor bandwidth. In this mode, the sensor is essentially acting like a thermometer. The athermal design used by the iZIP involves having a large sensor bandwidth coupled with fairly fast phonon collection. In this way, high-energy phonons are absorbed and sensed before decaying to a thermal distribution. Thermal detectors are limited in size because of their heat capacity: if the heat capacity is large, then the temperature increase due to an event will be small and energy resolution poor. Athermal detectors are not subject to this limitation, and can be made much larger without substantial degradation in resolution. This is a key motivation for the iZIP’s athermal design.

In each phonon channel of the iZIP, there are 458 QET phonon sensors photolithographically patterned on the detector surface. The layout of each QET is shown in Figure 3-10. Superconducting Al fins are coupled to a W transition-edge sensor (TES). Electrons inside the superconductor form Cooper pairs, which are characterized by a gap energy \(2\Delta_{\text{Al}} = 340 \mu\text{eV} \text{ (at 50 mK)}\) needed to break the pairs. This gap is significantly above the energy of thermal phonons \((k_B T(50 \text{ mK}) = 4.3 \mu\text{eV})\), so the QET is only sensitive to high-energy phonons. When phonon reaches the Al interface, it has some probability of breaking Cooper pairs to form Bogoliubov quasiparticles [58]. The challenge is then to concentrate the quasiparticles into some sensor element that can read out their energy.

The W TES coupled to the Al fins serves to trap and measure the energy of the quasiparticles. Since the W is a superconductor like the Al, it has a gap energy, but the gap is the much smaller value of \(2\Delta_{\text{W}} \sim 20 \mu\text{eV} \text{ (at 50 mK)}\). Because the W is actually deposited on top of the Al, as shown in Figure 3-11, there is also an overlap region where the superconducting gap transitions between 340 \(\mu\text{eV}\) and 20 \(\mu\text{eV}\). The portion of the W TES with the highest current density is maintained at the critical temperature of the superconductor, and therefore actually has no energy gap. If quasiparticles encounter the W / Al interface during their diffusion, they can relax due to the decreasing energy gap, releasing their energy in the form of phonons. These phonons, in turn, can heat the electron system of the W TES.

The energy that is now concentrated in the W can then be easily read out by operating it as a standard TES. The theory and operation of TESs is described in...
Figure 3-10: Two images of an individual QET. The long light regions are phonon-absorbing Al fins, which are coupled to a central W TES that reads out the phonon energy deposited into the fins. The TES is highlighted in red in the right panel.

Figure 3-11: From [4].
many excellent reviews and theses (e.g. [59, 61]), so we will be brief and qualitative. TESs are maintained in the middle of the superconducting transition, where the resistance curve is very steep, and therefore very small inputs of energy or temperature fluctuations will produce a large change in resistance. SuperCDMS uses voltage-biased TESs operating in a circuit similar to the simplified diagram in Figure 3-12. A constant current is applied to the QET bias resistor, which then flows through a parallel circuit of a shunt resistor $R_{sh} \simeq 15 - 20$ mOhm and the parallel array of 458 QETs with normal resistance $R_n \simeq 700$ mOhm. Because the shunt resistance is so much smaller than the TES resistance of the QETs, the current flowing through the shunt resistor is nearly constant, and the voltage across the TESs is approximately constant; hence, the TESs are voltage-biased.

Voltage bias is important because the TES is stable when operated in a voltage-biased configuration. Let $V$ be the equilibrium voltage across the TES, and $R$ be the equilibrium resistance of the TES when biased somewhere in its superconducting transition. The Joule power dissipated is simply

$$P = \frac{V^2}{R}. \quad (3.15)$$

If the temperature suddenly rises, due to an event in the detector, then the resistance will rise. In the limit of perfect voltage-bias, $V$ is constant, so the Joule power decreases, and the TES returns to equilibrium. This feedback mechanism between the TES temperature and resistance is known as electrothermal feedback. The feedback is negative in the limit of perfect voltage bias. In the limit of perfect current bias, $P = I^2R$, so the electrothermal feedback is positive. Other interesting complexities arise in a fully quantitative treatment, such as [59]. If the negative feedback is too strong, for example, then electrothermal oscillations can produce instability in voltage-biased operation.

The TESs on the iZIP are read out using an amplifier circuit sketched in Figure 3-12. An inductor, called the input coil is placed in series with the TES and coupled to a superconducting quantum interference device (SQUID). When the SQUID is biased, it will produce a small voltage in response to a small magnetic field. This sensitivity allows it to be used as a low-noise current amplifier. The SQUID is also coupled to another inductor, called the feedback coil. The amplifier is a feedback loop that reacts to changes in the SQUID voltage by applying a current to the feedback coil to null out changes in the total magnetic flux through the SQUID. The voltage at the output of amplifier is therefore proportional to the current through the input coil and TES. The current though the TES is proportional to the resistance, and therefore the phonon power being absorbed by the TES. We have therefore achieved our goal of measuring the phonon energy.

### 3.3.3 Phonon-Based Background Discrimination

Much like the charge, the phonon signal in the iZIP can provide discrimination between both electron and nuclear recoils, as well position information to discriminate
Figure 3-12: Simplified diagram of TES circuit and readout. The TESs in the QETs are voltage biased by the presence of a shunt resistor in parallel. Readout is performed by a SQUID in a flux-locked feedback loop.
surface events from bulk events. There are two mechanisms responsible for this ability:

1. **Correlation between Luke phonons and charge:** Since charge carriers produce Luke phonons focused along their direction of drift, the phonon signal is larger on the phonon channels near electrodes that collect the charges. When charge collection is asymmetric, phonon energy is also biased to be asymmetric. Since phonons become ballistic and homogeneous before all the energy is absorbed, this asymmetry is much less pronounced than in the charge signal. While this redundant information might seem unequivocally worse than the ionization signal alone, the phonons have two key advantages over the charge. First, as discussed in Sections 3.1 and 3.2.1, the full recoil energy is available in the phonon signal, while only 10-20% of the energy is available in charge. Phonon collection is also much more reliable than the charge, which varies considerably throughout the detector and depending on the neutralization state of the detector. And second, the phonon baseline noise is actually better than the charge ($\sigma_p \sim 200$ eV vs. $\sigma_Q \sim 400$ eV). This means that the signal-to-noise for nuclear recoils is about 10 times better in phonons than in charge, for example, at 5 keVnr. Even modest discrimination from the Luke phonon signal will be better than ionization information at low energies.

2. **Greater absorption of quasi-diffusive phonons at early times:** As discussed in Section 3.3.1, the high-energy phonons present a few $\mu$s immediately after the event have very short mean free path, and are therefore highly localized. If an event occurs near a phonon channel, that channel will have a high rate of absorption of the prompt phonons, while other channels will have much lower absorption until most phonons become ballistic after a couple hundred of $\mu$s.

Figure 3-13 shows a visual example of the discussion above. The first 300 $\mu$s are characterized by significant pulse shape variation across different channels, which reflects the location of the event and the charge propagation. After this, phonon propagation is ballistic and the spatial distribution is homogeneous, resulting in uniform phonon absorption.

As an example of the surface-event discrimination using the phonon signal, we can use the surface event calibration data on T3Z1 to perform an analysis similar to the one in Section 3.2.1. Figure 3-14 shows a plot analogous to Figure 3-8 but using the phonon information instead of the charge information to tag surface events. The discrimination is not as effective in the charge. Although the phonon discrimination is more powerful at low energies, excessive low-frequency noise on T3Z1 precluded extending the analysis to low energies. In the recoil energy range of 8-115 keVnr, the surface event rejection factor is $4.5 \pm 0.9 \times 10^{-4}$ for an analysis with a 46% acceptance above 8 keVnr for a 60 GeV/$c^2$ WIMP.
Figure 3-13: Example phonon pulse from calibration data showing the position-dependent part of the pulse at early times, followed by the ballistic tails during which the phonon powers absorbed by each channel are equal.

Figure 3-14: Calibration data from $^{210}$Pb surface event source above side 1 of detector T3Z1 in Soudan. In both panels, red events fail a requirement that charge be collected on both sides, while blue events pass this selection. **Left:** Events in the plane of ionization yield and recoil energy. The green band is a $\pm 2\sigma$ band where nuclear recoils are expected. The vertical black line is a recoil energy threshold, while the curved black line is an ionization energy threshold. Events with symmetric phonon signal are primarily bulk gammas from radioactive decays external to the detector. **Right:** Events in the plane of ionization yield and the normalized difference in phonon energy between the two sides. Green events are nuclear recoils from a $^{252}$Cf calibration source. Note that surface events appear at a positive value of the phonon symmetry quantity because the calibration source was above side 1 of the detector. From [52].
3.4 Data Reconstruction

The raw data that is produced by one event in each detector consists of 8 phonon traces (4096 samples per trace) and 4 charge traces (2048 samples per trace) for each channel. The raw data is analyzed using data processing software called cdmsbats. While cdmsbats uses many algorithms to reduce the information about the trace shapes to a smaller set of quantities, the only algorithm that is very relevant to this thesis is the optimal filter, which is used to estimate event energies. The basic theory of optimal filtering, relevant to CDMS, is described with great clarity in Appendix B of [62] and Appendix A of [63]. We simply review a basic few facts about optimal filters in order to provide some context for the analysis in Chapter 5.

1. **Basic optimal filter:** Denote an event trace by $S$, a template for that trace by $A$, and the PSD of the noise by $J$. Assuming that the noise at each frequency is independent, the minimum-variance estimator for the amplitude $a$ of the event trace $\tilde{a}$, is given by minimizing the quantity

$$\chi^2(a) = \sum_n \frac{|\tilde{S}_n - a\tilde{A}_n|^2}{J_n},$$

(3.16)

where the sum is over the $n$ frequency components, and the tilde denotes the FFT. The motivation for working in the frequency domain is that a $\chi^2$ of this form only provides optimal results if each degree of freedom is independent. Alternatively, we can think of $J_n$ as the diagonal elements of a covariance matrix. Since there are no off-diagonal elements, there can be no correlations between frequencies.

2. **Optimal filter with time shift:** In reality, events start at different times relative to the trigger time, so we could do better by adding a time-shifting degree of freedom to the fits. Since we are working in the frequency domain, this amounts to multiplying the template by a complex phase factor

$$\chi^2(a, t_0) = \sum_n \frac{|\tilde{S}_n - ae^{-2\pi it_0 f_n}\tilde{A}_n|^2}{J_n},$$

(3.17)

where $f_n$ is the frequency. In the CDMS analysis, the value of $t_0$ is restricted to a window around the trigger time called the optimal filter search window.

3. **Non-stationary optimal filter:** The astute reader will now realize that even the optimal filter with the time-shift is actually pretty suboptimal. We spent a lot of time in this chapter arguing that phonon pulses have complex position-dependent pulse shapes in the first 300 μs, yet we are fitting them with a fixed template! In other words, the residuals in the numerator of equation (3.17) are not distributed according to the PSD in the denominator. The easiest way to understand this problem is to think about the time-domain covariance of the residual $S(t_n) - aA(t_n)$. Because of the position-dependence, the covariance
<table>
<thead>
<tr>
<th>Variable</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>pa1OF, pb1OF, pc1OF, pd1OF</td>
<td>side 1 OF phonon energies</td>
</tr>
<tr>
<td>pa2OF, pb2OF, pc2OF, pd2OF</td>
<td>side 2 OF phonon energies</td>
</tr>
<tr>
<td>psumOF</td>
<td>sum of all phonon energies $(\sum p^{*}\text{OF})$</td>
</tr>
<tr>
<td>ptOF</td>
<td>OF energy of sum of all phonon traces</td>
</tr>
<tr>
<td>ptNF</td>
<td>non-stationary OF energy of sum of all phonon traces</td>
</tr>
<tr>
<td>PTOFdelay</td>
<td>best-fit OF time shift for fit to summed phonon traces</td>
</tr>
<tr>
<td>prpartOF</td>
<td>$(\text{pa1OF} + \text{pa2OF})/\text{ptOF}$</td>
</tr>
<tr>
<td>pzpartOF</td>
<td>$(\sum_1^* p^{<em>}\text{OF} - \sum_2^</em> p^{*}\text{OF})/\text{ptOF}$</td>
</tr>
<tr>
<td>qi1OF, qo1OF</td>
<td>side 1 OF charge energies (inner, outer)</td>
</tr>
<tr>
<td>qi2OF, qo2OF</td>
<td>side 2 OF charge energies (inner, outer)</td>
</tr>
<tr>
<td>qimeanOF</td>
<td>$q_i\text{1OF} + q_o\text{1OF}/2$</td>
</tr>
<tr>
<td>qsummaxOF</td>
<td>$\max{q_i\text{1OF} + q_o\text{1OF}, q_i\text{2OF} + q_o\text{2OF}}$</td>
</tr>
</tbody>
</table>

Table 3.1: Variables relevant for iZIP physics analysis.

matrix contains large off-diagonal elements around the start of the event. Matt Pyle developed an approximate way of dealing this problem, called the non-stationary optimal filter in CDMS jargon, which essentially just estimates the off-diagonal elements of the equivalent frequency domain covariance matrix $J_{mn}$, and then minimizes the $\chi^2$ [40]:

$$
\chi^2(a, t_0) = \sum_{m,n}(\tilde{S}_n - ae^{-2\pi it_0f_n}\tilde{A}_n)^\dagger J^{-1}_{mn}(\tilde{S}_m - ae^{-2\pi it_0f_m}\tilde{A}_m).
$$

(3.18)

The non-stationary optimal filter is really just a standard $\chi^2$, which accounts for the fact that position-dependence introduces off-diagonal correlations between certain frequencies. This has the function of deweighting the position-dependent part of the pulse, and using the position-independent tails as the basis for the energy estimate. There are many subtleties and practical difficulties involved in implementing this algorithm, but that is beyond this scope of our treatment.

The optimal filter gives us an energy estimate for each trace, and we combine these into quantities that are useful for the analysis. All analysis variables used in this thesis are summarized in Table 3.1.
Chapter 4

SuperCDMS Experiment

SuperCDMS at Soudan operates in a low-background cryogenic setup originally constructed for the CDMS II experiment, which took data during 2003-2009. Since the lab and hardware for SuperCDMS is quite old, more detailed descriptions can be found in previous theses (e.g. [51, 63]). This chapter gives a brief review of the setup to orient the reader. This is also a good place to clarify the unfortunate and oft-confused nomenclature of the CDMS series of experiments. CDMS was an early experiment that took data with Ge detectors in the late 1990s [62]. CDMS II took data in Soudan during the 2000s. SuperCDMS at Soudan is the experiment described here, using 15 Ge iZIP detectors in the cryostat at Soudan. And SuperCDMS at SNOLAB will be a much larger experiment installed at SNOLAB using more numerous and larger iZIP detectors in a completely rebuilt cryogenic facility. The term CDMS is also used to refer to the entire series of experiments.

4.1 Soudan Underground Laboratory

SuperCDMS at Soudan is located in the Soudan Underground Laboratory in northern Minnesota in a former underground iron mine. The underground portion of the mine at Soudan was operational from 1892 to 1962 and was profitable because of the high-grade of its ore. The mine is currently operated as a state park, with two large caverns at the 27th level used for particle physics experiments. In addition to SuperCDMS, the far detector of the MINOS neutrino oscillation experiment fills one of the caverns. The lab is located 713 m beneath the surface with an overburden of 2090 meters water equivalent (m.w.e.), which reduces the cosmic ray muon flux by a factor of approximately 50,000. While the muons and muon-induced secondaries that pass close by a detector can easily be rejected by an active muon veto, muons interacting in the rock far from the experiment produce energetic showers of particles, including neutrons. Neutrons produce nuclear recoils like those expected from WIMPs, so experiments must be performed deep underground where the rate of cosmogenic neutrons is low. The overburden at Soudan is sufficient to reduce the neutron background in the analysis described in Section 5 to 0.1 event. This level of background is too high for significantly larger exposures, which is one of the motivations for building a
The present work deals with the study of the component of the background has been always a matter of discrimination techniques to disentangle nuclear recoils (<100 keV) in the detector target nuclei of suitable detectors. The sensitivity of these experiments has been continuously increasing since the first searches, more than fifteen years ago, thanks to higher levels of radiopurity of detectors, discrimination techniques and a deeper understanding of the various sources of radioactive background. The study of the background of these experiments makes the raw background to levels where the neutron component can be of great importance.

4.2 Shielding and Layout

The shielding in SuperCDMS is optimized to suppress neutrons, gammas, and muon secondaries. Various parts of the experimental apparatus generate significant gamma backgrounds. The dilution refrigerator outside the shield has significant amounts of stainless steel, which contains $^{60}$Co. Indium and silver used in cryogenic seals and solder joints inside the dilution refrigerator have a variety of radioisotopes. And the PMTs used in the muon veto also have contaminants $^{51}$. As shown in Figure 4-2, the passive shielding consists of alternating layers of polyethylene and lead. Polyethylene is useful as a neutron moderator because it has a high density of free protons (H), whose mass is well-matched to neutrons. Neutrons therefore lose a maximal amount of energy in each collision. Lead is useful for shielding gammas because of its high density and $Z$, giving it an attenuation length of about 1.2 cm for 1 MeV gammas, versus 15 cm for polyethylene. The alternating layers protect against photoproduction of neutrons by gammas in the lead, which would be inside the outer layer of shielding. The inner layer of lead is “ancient” lead, which was recovered from the ballast of a sunken ship near Nantes, France. Lead smelted at the surface has significant concentrations of the radioisotope $^{210}$Pb ($t_{1/2} \sim 22$ y). The decay of $^{210}$Bi, a daughter of $^{210}$Pb, produces a high-energy beta that can generate significant bremsstrahlung in the lead. The ancient lead has a much smaller fraction of these radioisotopes. The copper cans of the cryostat provide an additional average shielding thickness of about 3 cm. Surrounding the passive shielding is an active...
muon veto, with 99.98% efficiency for through-going muons. An average of 1 muons per minute is incident on the veto. The entire shield is 99% hermetic, with two holes for the cold stem and the electrical stem [65].

Inside of the shielding, there are a series of concentric copper cans, known as the "icebox", which contain the detectors. Each can is attached via the cold stem to a stage of the dilution refrigerator (described below). There are 15 iZIP detectors arranged in 5 "towers" each of 3 detectors inside in the innermost can, as shown in Figure 4-3.

### 4.3 Cryogenics

The critical temperatures of the TESs vary across detectors between about 70 mK to 110 mK. The operating point of the experiment must be somewhat below this so that cooling to the substrate is strong enough to rapidly return the TESs to their quiescent temperature after an event occurs. The experiment is cooled using a commercial Oxford $^3$He/$^4$He dilution refrigerator with a cooling power of 400 $\mu$W at 100 mK. During stable operation of SuperCDMS, the base temperature measured at tower 3 of the experiment was typically in the range of 50-60 mK. Since the dilution unit is a commercial product, it is not built of low-radioactivity materials. Because of this, it is located outside of the cryostat and shielding that contain the detectors.

The dilution refrigerator achieves its low and stable operating temperature through a closed cycle circulation of the $^3$He/$^4$He mixture. The mixture is precooled by a combination of liquid N$_2$ and liquid He before it condenses in the mixing chamber of the refrigerator. $^3$He atoms are more strongly bound to $^4$He atoms than to each other because the $^3$He has a larger zero-point energy due to its smaller mass. Because $^3$He obeys Fermi statistics, its kinetic energy increases with its density in the $^3$He/$^4$He mixture. When the concentration of $^3$He exceeds 6.5%, it is no longer bound in the mixture, so a second phase rich in $^3$He spontaneously forms. The rich phase and the “dilute” phase are immiscible, with the lighter rich phase floating on top. The $^3$He atoms in the dilute phase have a lower entropy, so by pumping $^3$He out of the dilute phase, $^3$He atoms are moved from the rich into the dilute phase. The corresponding heat of solution for this transition is $Q = T\Delta S = (-84 \text{ J K}^{-2})T^2$ [66]. Closed-cycle circulation of the gas mixture through the mixing chamber therefore cools the fridge, and this circulation can continue stably for months or even years. Commissioning and WIMP-search data analyzed in Chapter 5, for example, was taken during a period from April 2012 to July 2013 during which the fridge remained stably at its base temperature. As the mix exits the dilution unit, it is cleaned in external liquid N$_2$ and liquid He cold traps, which prevent impurities due to leaks or outgassing from freezing out and blocking the circulation line.

Each stage of the dilution refrigerator is connected to a copper can by cold fingers that pass through the shielding along the cold stem. An outer shield is maintained at 77 K by a liquid N$_2$ bath, while a liquid He bath cools another stage to 4K. A stage with pumped liquid He is about 1 K, the still is about 800 mK, the cold plate is about 180 mK, and the mixing chamber is around 50 mK. A cryocooler located near
Figure 4-2: **Top:** Cross-sectional view of SuperCDMS shielding from the side. the cryostat in the center is surrounded by alternating layers of polyethylene and lead shielding to suppress background neutrons and gammas. The shielding is enclosed in an active muon veto. One hole in the shielding, labeled “E-stem” contains readout cabling, while the hole labeled “C-stem” contains a cold finger that extends from the dilution refrigerator to cool the cryostat. **Bottom:** Same as top panel but view shown from above. Figure courtesy of Joel Sander.
the electronics stem also helps cool the 77K and 4K stages. The cryocooler contains a moving piston which generates significant vibrational noise that impacts the analysis, as discussed in Section 5.4.2.

4.4 Cold Hardware

The iZIP detectors used for SuperCDMS at Soudan were designed with the intent of reusing the cold hardware and electronics used in CDMS II. The iZIP is thicker (1 inch) than the ZIPS (1 cm) used in CDMS II, and it has twice as many charge and phonon channels. Each iZIP therefore takes the place of two ZIPS in the towers and uses the readout electronics for two ZIP detectors. Figure 4-4 shows the stack of detector housings mounted in a tower inside the innermost copper can of the experiment. Detectors in the stack are identified by their tower number and position in the tower. So the bottom detector in tower 2 would be designated “T2Z3”. Attached to the inside of each housing are two detector interface boards (DIBs), which contain pins that protrude from the side of the detector housing and pads for wire-bonding connections onto the detector faces. The DIB also has LEDs used to flash the detectors, heating them up and removing any buildup of space charge.

The stack of detectors is connected to four stages, each of which is heatsunk to a different temperature in the fridge. Running along the sides of the hexagonal detector stack are six connectors called the “side coax” (two per detector), which route conductors from the phonon and charge channels to the SQUIDs and FETs at the warmer stages. The side coax contains the bias and feedback resistors of the charge amplifiers, heatsunk at the base temperature in order to reduce Johnson noise.
Figure 4-4: Cross-sectional view of the tower assembly used to mount the ZIP detectors used in CDMS II. SuperCDMS at Soudan used the same cold hardware and electronics, but installed only 3 iZIPs per tower instead of the 6 ZIPs per tower used in CDMS II. Drawing prepared by Dennis Seitz [67].
Figure 4-5: Various components of cold hardware. In (a) the larger PCB contains the FET, while the smaller PCB contains chips with SQUIDs and input and feedback coils; (b) shows the side coax with PCB at bottom where capacitors and feedback resistors for the charge amplifiers are located; (c) shows the tower assembly (upside down) with one CDMS II detector mounted. From Dennis Seitz [67].
Near the top of the tower are two connected PCBs containing the SQUIDs and FETs (one per side coax, two per iZIP), collectively called by the unfortunate portmanteau “SQUET”. The FET portion of the card is heatsunk to the 4K stage. The FET consists a doped semiconductor whose charges are largely frozen out at 4K, and it normally operates around 120 K. There is a heater on the card which warms the FET when initially turned on; the FET subsequently self-heats. The SQUID portion of the card is heat sunk to the still at about 800 mK. The SQUID card contains the shunt resistor and chips that contain the SQUID and input and feedback coils. Heat sinking at this stage reduces Johnson noise from the shunt resistor. The top end of the FET card has pins that mate with a flexible PCB going from 4K to 300K, while the bottom end of the FET cart connects to the tower and side coax. There are two SQUET cards per detector. Each SQUET reads out two charge channels on the same side of the detector, plus four phonon channels (two from each side).

4.5 Warm Electronics and Triggering

Cables leaving the electronics stem are fed into the room-temperature electronics that control parts of the amplification, signal conditioning, triggering, and digitization. The first stage of this chain is the front-end boards (FEB). The FEBs contain the electronics that bias the phonon and charge channels, as well as parts of the amplifier chain like the SQUID feedback circuit. Again, there are two FEBs per detector, or one per SQUET card.

The output of each FEB connects to a receiver-trigger-filter (RTF) board. The RTF board first applies a Butterworth filter to the signal from the detectors, before summing the phonon signals and the charge signals into a total phonon and a total charge signal. The RTF board then issues a trigger based on the whether the filtered and summed charge or phonon signal is above a given threshold. Because the charge has poor signal-to-noise for low-energy nuclear recoils, triggering is always performed on the summed phonon channel.

Because there are two RTF boards A and B per detector, the decision to trigger the experiment and acquire an event can be based whether triggers are recorded in (A and B), A alone, B alone, or (A or B). The ‘or’ condition (called PloOR) is typically used because it results in a slightly lower effective energy threshold. Some detectors not analyzed in Chapter 5 have very bad noise on certain channels from problems like shorts to ground, vibrational noise, or failing SQUIDs. In such cases, triggering was switched to the ‘and’ condition or using just one RTF board to prevent excessive triggering of the experiment.

The Butterworth filter applied to the signals before triggering affects the energy threshold of the trigger. A narrower filter reduces both signal and noise, so the bandpass needs to optimized based on the expected iZIP pulse shape. The bandpass of [900 Hz, 18 kHz] used during the first part of Run 133 was inherited from CDMS II, which used detectors with significantly shorter pulses. The bandpass was reoptimized detector-by-detector to improve the post-filter signal-to-noise, based on the expected pulse shapes of iZIP detectors. Brad Welliver and Ray Bunker changed the resistors...
in the RTF boards during the first week of January 2013 to implement the new band-passes. The bandpass of most detectors shifted to lower frequencies. A representative example of the signal-to-noise as a function of the filter window is shown in Figure 4-6. The tuning reduced slightly reduced the energy thresholds on several detectors, and it produced sharper trigger efficiency curves. These two effects slightly increased the low-energy exposure.

### 4.6 Operation

#### 4.6.1 Experimental Running Modes

Data is taken in three primary running modes: WIMP search, $^{133}$Ba calibration, and $^{252}$Cf calibration. WIMP search data is taken without any calibration source and is used in the DM analysis. Data is taken with a $^{133}$Ba calibration source inserted partially inside the shielding for about 15 h each week. $^{133}$Ba produces strong gamma lines at 303 keV (18%), 356 keV (62%), 384 keV (9%), and many other lower energies that are harder to resolve in the Compton continuum. The positions of these lines are used for the charge calibration of the experiment, as well to monitor the overall stability of the calibration. In addition, the regular Ba data is useful for measuring the trigger efficiency on the experiment on a regular basis. Finally, calibration data is taken with $^{252}$Cf source every several months. $^{252}$Cf produces neutrons over a broad range of MeV-scale energies, which are used to calibrate the response of the detector to nuclear recoils.
During data-acquisition, the detectors must be flashed periodically by the LEDs in order to restore proper neutralization of the crystal. The Ge crystals contain impurities that may capture charge carriers. At very low electric fields (<0.4 V cm\(^{-1}\)), trapping is dominated by "cascade capture", where charge carriers trap on charged centers to form a neutral site. At higher fields of the iZIP, trapping is dominated by the capture of carriers by neutral impurities to form "over-charged" \(D^-/A^+\) states \(^{68}\). Because of these trapping processes, even a fully neutral detector will develop space charge after being biased for a period of time. Space charge reduces charge collection, suppressing ionization yield. Differential trapping rates for electrons and holes will also interfere with the surface event discrimination using charge symmetry. These effects significantly worsen background discrimination in the iZIP. To prevent space charge buildup, the detectors are grounded and flashed with an LED at regular intervals. This occurs between each 3 h data series during WIMP search running, and after every 25 minutes of bias during Ba and Cf data. Photons from the LED heat the crystal, liberating charges from shallow trapping sites, and producing a large population of charge carriers that neutralize ionized impurities.
Chapter 5

Data Analysis for a Light-WIMP Search

After the initial phase of installing the iZIP detectors, understanding the commissioning data, and characterizing the surface event rejection power of the charge fiducial volume in the detectors, SuperCDMS decided to pursue an analysis targeting light WIMPs in the 3-30 GeV mass range. Because of the kinematic mismatch between the WIMP and a Ge nucleus, searches for WIMPs in this mass range improve in sensitivity by lowering the threshold of the analysis. The CDMS II experiment historically used recoil energy thresholds of 8-10 keV. This choice ensured net backgrounds of \( \sim \) 1 event, but discarded sensitivity to WIMPs with masses around a few GeV. An alternative approach is to analyze data down the trigger threshold of the experiment, which was successfully used by Ray Bunker and Dave Moore in their analyses of CDMS II data from Run 21 at SUF \cite{69, 70} and Runs 123-128 at Soudan \cite{71, 72}. Searches with low-energy data quickly become background-limited, and only the detectors with the lowest threshold contribute significantly to the sensitivity. A light WIMP search therefore does not gain by analyzing data from all detectors. Because it is sufficient to analyze only a subset of detectors, this analysis was a logical choice for the first science result using the normal operating mode of iZIP detectors.

5.1 Philosophy

5.1.1 Experimental Context

During 2012 and 2013, during the bulk of this work, there was extensive interest in light dark matter due to excess events above background reported by the silicon detectors of CDMS II \cite{73}, CoGeNT (Ge) \cite{74}, DAMA/LIBRA (NaI) \cite{75}, and CRESST II (CaWO\(_4\)) \cite{76}. Under the standard assumptions of a Maxwellian dark matter halo and isospin-conserving spin-independent elastic WIMP interactions, these signal claims were mutually incompatible and in strong tension with exclusion limits of the xenon-based experiments XENON10 \cite{77} and XENON100 \cite{78} as well as with the exclusion limit of the germanium detectors of CDMS II \cite{71}. Many authors ob-
served that the tension could be significantly reduced by isospin-violating dark matter that would couple differently to each target nucleus \[79\], such as the “xenophobic” dark matter scenario \[29\], or by assuming a non-standard dark matter halo, as is well motivated by \(N\)-body simulations \[36\]. Figure 5-1 shows limits from mid-2013, highlighting the discrepancies between the various signal claims and exclusion limits, as well as the focal point for the claims near a WIMP mass of 10 GeV and a WIMP-nucleon cross-section of \(10^{-41}\) cm\(^2\). Improving the sensitivity of this analysis over the low-energy analysis of CDMS II germanium data from Soudan is only possible by exploiting the background discrimination of the iZIP detectors in analysis. Because the SuperCDMS at Soudan uses the same cryostat, shielding, and copper as CDMS II, the overall background rate is quite similar between SuperCDMS and CDMS II (find numbers here). Moreover, the ionization and charge resolution of iZIPs in Soudan are comparable to CDMS II detectors, so the yield discrimination is not significantly better in the iZIP. This means that the only handles available for improving the sensitivity over CDMS II are improvements to background rejection algorithms and background modeling. Because of its interleaved phonon/charge sensor design and sensitivity to athermal phonons, the iZIP detector allows us to make major improvements to fiducialization that reduce the effective background. And more careful simulations of the backgrounds and detectors can easily improve on the simplistic background modeling historically performed for CDMS II analyses.

5.1.2 Analysis Strategy

The overall strategy for this search is fairly standard for particle physics analyses and is summarized in Figure 5-2. The analysis was performed blindly, in the sense that the data was first split into two portions: an “open” portion containing high-energy data outside of the nuclear recoil band and data following neutron calibrations with high rates of activation, and a “blinded” portion containing data used to calculate the final limit. The blinding is essential to prevent bias in the event selection, and is discussed in more detail in Section 5.2. We constructed a background model and detector simulation, purpose-built for this analysis, which we then parameterized using calibration data and the open sidebands. The background model provides a complete simulation of the discriminator variables used to separate signal and background, allowing us to use it to train multivariate discrimination algorithms. Following the training, the signal region was unblinded and discriminators were applied to the data.

While this strategy seems conventional from the perspective of, say, collider physics, several factors make it challenging in the context of SuperCDMS. First, before starting this analysis, SuperCDMS did not have a fully validated detector simulation. While extensive development had gone into the ambitious SuperCDMS detector Monte Carlo (DMC) \[55, 56\], which simulates the physics of iZIPs from first principles, it was not integrated into the analysis pipeline and validated on the kinds of backgrounds most important to this analysis. Given the aggressive timescale required to release this analysis before the G2 funding downselect, it was believed that using the full DMC was too ambitious, requiring us to develop simpler but still robust methods. Sec-
Figure 5-1: Selection of spin-independent dark matter limits circa 2013. Upper limits are at 90% CL, while closed contours are at 95% CL.
Figure 5-2: Basic flow of the analysis strategy used for the light WIMP search. WIMP-search data was split into two portions: one event selection containing the signal, and another containing all other data ("sidebands"). The signal region was blinded until the discrimination algorithms had been trained using simulations parameterized by the sideband data and Cf calibration data taken periodically during the experiment. After unblinding, an upper limit on the WIMP-nucleon cross section was calculated using data passing the discriminators.
ond, the data-driven background modeling performed in CDMS II analyses was far too crude to be useful for low-energy SuperCDMS. Low-energy analyses in CDMS II did not use any background model, while analyses of higher-energy data simply normalized $^{133}$Ba calibration data and multiple-scatter events in WIMP-search data to the sideband data above the nuclear recoil band, extrapolating the event rate into the signal region. Although a variety of careful attempts were made to correct for the systematic bias between single- and multiple-scatter surface events, it difficult to validate this modeling approach, which leaves much room for criticism [56, 63]. Criticism aside, we will see that low-energy backgrounds in SuperCDMS contain a large contribution from $^{210}$Pb daughter surface events that are completely absent in the multiple-scatter and $^{133}$Ba calibrations, rendering the calibration and WIMP-search multiple-scatter samples useless.

Because of quenching, low energy recoils have very little ionization energy (e.g. about 1.5 keVee at 10 keVnr, in a charge channel with a baseline noise of $\sim 300 - 400$ eV). The yield-based discrimination and ionization fiducial volumes that are the key strengths of the iZIP at high energies, are only weak discriminators at low energies. It is therefore necessary to use the phonon position information to gain better discrimination. We combine a variety of these weak discriminators with a boosted decision tree (BDT) to obtain a single strong discriminator variable.

Once the discriminators are set, we optimize a “cut-and-count” analysis that we then apply to the unblinded data. As has been historically common in dark matter searches, data are used for exclusion only, to set an upper limit on the WIMP nucleon cross section under the conservative assumption that all events passing the cut are WIMPs. While it would clearly be preferable to perform a discovery analysis with full background subtraction, doing so requires full confidence in the model of the background to subtract. Because we do not have calibration data for all backgrounds in this analysis, it is difficult to reliably validate our background modeling to this level. In the cut-and-count approach without background-subtraction, background mismodeling can only cause the cuts to be set suboptimally. Provided the WIMP efficiency is correctly measured, it can never produce an overly aggressive limit.

5.2 Data Set and Blinding

We analyze WIMP-search data taken between 1 October 2012 and 1 June 2013, during Run 133 of SuperCDMS at Soudan. During this period, 15 iZIP detectors were in run continuously in the cryostat. We analyze data from seven of these detectors, designated as T1Z1, T2Z1, T2Z2, T4Z2, T4Z3, T5Z2, and T5Z3. An eighth detector, T1Z3, was originally included in the analysis but subsequently discarded before unblinding because its shorted charge channels QIS1 and QOS1 complicated the analysis and appeared to significantly degrade its background discrimination. The seven detectors were selected qualitatively on the basis of their low trigger thresholds, stable noise and operational performance, and comparative lack of shorted ionization and phonon channels. Before any data quality cuts, this totals 182.6 live days of data, or 767 kg d of exposure.
Calibration with a $^{252}$Cf neutron source was performed during Run 133 at the times listed in Table 5.1. During these calibrations, neutrons capture on the naturally occurring isotope $^{70}$Ge, producing the isotope $^{71}$Ge that decays by electron capture to $^{71}$Ga with a half-life of 11.4 d. If a K-shell electron is captured, the energy released by the atomic de-excitation is 10.36 keV, while 1.30 keV is released for L-shell electron capture [80]. Because of the higher rate of background at low energies near the region of interest for light WIMPs, periods of data within 10 or 20 d following the Cf calibrations are not used for setting limits in this analysis (hereafter called “post-Cf data”). After removing the post-Cf data from the WIMP-search dataset, 169.4 live days of data, or 711.5 kg d of exposure remain.

All single-scatter events, passing some very basic quality requirements, and in the energy range 0-13.1 keV in total phonon energy ($p_{\text{sumOF}}$) were blinded at the start of the analysis (i.e. hidden from the analyzers). Blinding the data set prevents the selection criteria, analysis optimization, and especially the background modeling from being biased by the observed data. While it demands a higher level of understanding of the detector and background physics, a blind analysis in a low signal-to-background setting such as ours is essential to prevent the analyzer from unfairly drawing his conclusion-of-choice from the data. Our highly conservative blinding strategy was initially chosen for two reasons. First, one can always unblind more data if the analysis requires it, but one can never “re-blind” data, so it is best to start with an overly conservative prescription. And second, the poor resolution of the experiment means that the signal and background distributions have significant overlap at low energy. Data above 13.1 keV was set aside for a later high-threshold analysis and blinded according to a more complex but less strict scheme that hides single-scatter nuclear recoils that interact in the bulk of each detector. Events above 13.1 keV and outside of the nuclear recoil band are not blinded.

Although the post-Cf data is not useful for the final WIMP-search analysis, it is very useful for characterizing backgrounds present at low energies. The periods of post-Cf data listed in Table 5.1 remained open for use in the analysis, mainly in order to estimate the background from L-shell EC decay of $^{68}$Ge and $^{71}$Ge, and as a crude cross-check of the background modeling. Leaving this data unblinded obviously creates some modest potential for bias in the analysis. Section 5.7.1 discusses how this risk was mitigated when estimating the L-shell backgrounds. In addition, discrimination algorithms are never trained directly on the data itself, so even if a WIMP signal is present in the data, the discrimination algorithms will not be biased to exclude it. And finally, the total exposure in the open dataset, before quality cuts, is only 130.2 kg d, or about 18% of the total exposure. Random triggers taken throughout the entire run were also not blinded.

5.3 Charge Fiducial Volume Cuts

As described in Chapter 3, the iZIP has the ability to fiducialize using both the ionization and phonon signals of the detector. Although the background discrimination in the phonon signal is effective at lower energies than in the charge because of better
<table>
<thead>
<tr>
<th>date of $^{252}$Cf calibration</th>
<th>subsequent “open” data period</th>
</tr>
</thead>
<tbody>
<tr>
<td>11 Apr 2012</td>
<td>11 Apr - 21 Apr 2012</td>
</tr>
<tr>
<td>31 Jul 2012</td>
<td>not unblinded (unstable)</td>
</tr>
<tr>
<td>22 Aug 2012</td>
<td>22 Aug - 9 Sep 2012</td>
</tr>
<tr>
<td>30 Aug 2012</td>
<td>22 Aug - 9 Sep 2012</td>
</tr>
<tr>
<td>15 Jan 2013</td>
<td>15 Jan - 4 Feb 2013</td>
</tr>
<tr>
<td>8 Jul - 9 Jul 2013</td>
<td>not unblinded (end of Run 133)</td>
</tr>
</tbody>
</table>

Table 5.1: $^{252}$Cf calibrations used during Run 133 and the subsequent periods of data that were left unblinded because of high rates of activation.

signal-to-noise in the electronics, the charge signal is easier to interpret because it has better intrinsic discrimination. To a very good approximation, sidewall events with sufficient ionization yield tend to produce a signal in the outer charge channel, while bulk events produce no signal in the outer charge channel. And surface events on the top and bottom surfaces produce charge collection only on one side, while bulk events are symmetric (assuming no charge trapping). A reasonable strategy for reducing the surface event background is therefore to require that the charge signal in the outer channels is consistent with noise and that the charge signal on the two sides are consistent with being equal. Although further optimization could be possible, the low signal-to-noise already means that this “charge fiducial volume” has fairly high efficiency at low energies.

5.4 Quality Cuts

SuperCDMS analyses are very sensitive to data stability and quality. Periods of poor charge collection can result in reduced ionization yield, causing electron recoils or sidewall surface events to appear as bulk nuclear recoils. Elevated phonon noise can increase the number of triggers above threshold, appearing as a population events with low ionization yield that could be misinterpreted as low-mass WIMPs. Many other pathologies are possible. As a result, extensive effort is devoted to developing a large number of quality cuts. The large number of cuts needed also illustrates why blinding is so crucial for SuperCDMS. Without it, there would be an overwhelming tendency to adjust cuts to remove signal-like events in the real data. The subsections below summarize the quality cuts developed for and used in this analysis.

5.4.1 Data Period Cuts

These selection criteria remove entire periods of time with undesirable data. When a period of data on only a subset the detectors is removed from the WIMP-search analysis, that detector is still used as a veto to reject multiple-scatter events.

- **Trigger Rate Stability:** Although the overall rate of physics events is fairly constant near $\sim 1$ Hz, there are short periods with significantly higher trig-
Figure 5-3: Schematic showing the location of the main population of events in the space of charge channel signals, and the approximate location of the charge fiducial volume cuts. The left panel shows the inner charge signal versus the outer charge signal on one side (a similar plot exists for the opposite side). Events tend to form bands with charge collection on strictly on either the inner or outer charge channel, with a low-density population of events having their charge shared between the inner and outer electrodes. The charge fiducial volume cuts $c\text{Qin}_1\_v53\_LT$ and $c\text{Qin}_2\_v53\_LT$ require that events have a charge signal consistent with noise on the outer charge channel (below the red line). The right panel shows the distribution of events in the plane of inner charge signal on side 1 versus inner charge signal on side 2. There are bands of events corresponding to charge collection strictly on side 1 (S1 surface events), strictly on side 2 (S2 surface events), or equal on the two sides. The charge fiducial volume cut $c\text{Qisym}_v53\_LT$ requires that events be in the band with equal collection on both sides. (Courtesy of Todd Doughty)
ger rate. The origin of these periods is not thoroughly understood, but low-frequency phonon noise of environmental origin is a significant contributor. The cut $c_{\text{T}r\text{igBurst}_{-133}}$ removes these periods by two criteria:

- Entire series with average trigger rates above 1.3 Hz are removed. The threshold was set arbitrarily to balance acceptance against removing outliers.
- Subsets of series with elevated trigger rates are removed. Three criteria were used to identify periods to remove:
  1. Individual periods of 200 s were removed if they had an average trigger rate greater than 3 Hz.
  2. Periods with rates more than $8\sigma$ above the median rate for 200 s intervals in the series were discarded. This removes periods in which the rate spikes significantly above the median rate for the period, even if the absolute rate of the offending series is still low.

The periods within a series that satisfy either of the above criteria must also either have a combined live time rate greater than 3 Hz or the total event rate in the bursting period must be more than twice the rate in the non-bursting period.

Both criteria together remove 19.1% of events with a total live time efficiency of 96.7% in WIMP-search data taken between the beginning of Run 133 and 1 June 2013.

- **Base Temperature:** One new, but important observation first made in Run 133 was that the gain of the phonon channels has a small dependence on the base temperature of the fridge. Over the course of normal WIMP-search running in Run 133, the fridge temperature (measured only on tower 3) typically varied in the range of 52-63 mK (see Figure 5-4). The mechanism for this is not well understood, but several plausible causes include:

  1. **TES dynamics:** Since the electron-phonon coupling scales as $P_{ep} \propto T_{\text{TES}}^5 - T_{\text{bath}}^5$, a larger difference between the TES and bath temperatures will alter the electron-phonon coupling and therefore the bias point in the superconducting transition and gain. Because of the quintic dependence on
temperature, this should only be relevant when the bath temperature is close to the TES temperature. Figure 5-6 shows, however, that there is not a particularly strong correlation between detectors with low \( T_c \) and strong temperature dependence, casting doubt on this hypothesis.

2. **Temperature variation across towers:** The “base” temperature was only measured on tower 3 due to failures with thermometers on other towers. If the temperature is different on each tower, then the correlation between \( T_c \) and temperature-dependence could be broken, as we see empirically in Figure 5-6.

3. **TES self-heating:** Noise down the QET lines could produce self-heating the TESs, increasing the temperature closer to \( T_c \) and similarly breaking the \( T_c \) and temperature-dependence.

Regardless of the cause, gain fluctuations need to be corrected in calibration. There is insufficient data at very low and very high temperatures to perform a reliable correction, and some periods have no data because of readout problems. These periods are removed by the cut cGoodBaseTemp_v53. On detectors T2Z1, T2Z2, T2Z3, T4Z3, and T5Z1 data below 52 mK or above 64 mK is removed. The other detectors have smaller temperature dependence, so only data above 64 mK is removed. An algorithm is applied to recover some data with no base temperature measurement. The total live time loss during the analyzed dataset is 4.9%.

- **DC Offsets:** The phonon readout relies on the SQUID feedback loop being locked and in stable operation. SQUIDs can occasionally lock in part of the \( V - \Phi \) curve with reduced sensitivity due to trapped flux in the SQUID, or they can lose lock altogether. In such cases, phonon pulses may have reduced amplitude or may not appear in the problematic channels. These periods can be identified by abnormal DC offsets of the phonon channels. To remove these periods, we therefore require that the DC offsets for every phonon channel on
every detector be within 250 mV of its mean value in the cGoodDCOffset_v53 cut. This requirement removes < 3% of live time on every detector, except T4Z3, on which it removes 12% of live time.

- **High Charge Noise**: The baseline charge noise fluctuates over time for reasons that are not necessarily well-understood. The noise baseline can be monitored on a continuous basis throughout each series using the random triggers taken in the middle of the run. In addition to secular trends in the charge noise environment, there are brief periods with extremely high charge noise. These periods are identified using a moving-average algorithm developed by Brad Welliver. In qualitative terms, the algorithm for the cQhighnoise_v53 cut removes periods whose moving-average OF charge amplitudes are above a time-dependent threshold. These events are potentially problematic: if low-frequency phonon noise were to trigger the experiment at the same time as elevated charge noise, such an event could reconstruct with a charge energy above the typical charge noise distribution, faking a low-energy nuclear recoil. As shown by Table 5.2, cQhighnoise_v53 has excellent live time efficiency.

- **Phonon Resolution**: An estimate of the optimal filter resolution for every phonon channel in the experiment can be monitored on a series-by-series basis using the random triggers. To ensure that the phonon noise environment is controlled, Run 133 was divided into time blocks with similar noise characteristics. Ideally, we would remove data in which any channel deviated significantly from the baseline of the time block. Unfortunately the resolution of individual phonon channels fluctuates enough that this strategy would incur prohibitive live time losses. Instead, all phonon OF resolutions for each detector are summed in quadrature to estimate the OF resolution of the total phonon energy

$$\sigma_t = \sqrt{\sum_i \sigma_i^2}.$$  \hspace{1cm} (5.1)

This quantity is both more stable than the individual channel resolutions, and more relevant for the analysis than the individual phonon channel resolutions. Periods are removed by the cBadOFRes_v53 cut when $\sigma_t$ is more than 25% above the mean value for the time block. The live time efficiency of this requirement is shown in Table 5.3.

- **Trigger Errors**: In a very small number of events, the trigger information
Table 5.3: Live time efficiency of cBadOFRes_v53.

<table>
<thead>
<tr>
<th>Detector</th>
<th>Dates Excluded</th>
</tr>
</thead>
<tbody>
<tr>
<td>T1Z1</td>
<td>2 Jan - 9 Jan 2013</td>
</tr>
<tr>
<td>T2Z1</td>
<td>2 Jan - 3 Jan 2013</td>
</tr>
<tr>
<td>T2Z2</td>
<td>2 Jan - 7 Jan 2013</td>
</tr>
<tr>
<td>T4Z2</td>
<td>2 Jan - 4 Jan 2013</td>
</tr>
<tr>
<td>T4Z3</td>
<td>2 Jan - 3 Jan 2013, 1 Feb - 4 Feb 2013</td>
</tr>
<tr>
<td>T5Z2</td>
<td>28 Dec 2012 - 3 Jan 2013</td>
</tr>
<tr>
<td>T5Z3</td>
<td>12 Dec 2012 - 14 Dec 2012, 31 Dec 2012 - 4 Jan 2013</td>
</tr>
</tbody>
</table>

Table 5.4: Dates with data series excluded by cStableTrigThresh_133_LT due to rapid changes in trigger threshold that prevented the trigger efficiency from being reliably estimated.

recorded by the the DAQ does not correspond to a physically valid situation. A variety of failure modes are classified, but most of these involve the lack of a valid trigger bit (indicates which detector issued the global trigger) recorded at the nominal trigger time or inconsistent veto triggering information. These events are removed by the cut cErrMask_v53, with a live time efficiency of 99.75%.

- **Trigger Threshold Stability:** Because of variations in the baseline noise environment during Run 133, the trigger threshold was adjusted multiple times on all detectors. Because this analysis uses data at the trigger threshold of each detector, it is critical that the trigger-threshold be well-measured at all times. The trigger efficiency was monitored using $^{133}$Ba calibration data, typically taken over three days per week for a total of about 15 h per week. There were several periods during Run 133 in which the trigger threshold was adjusted frequently, and there was insufficient Ba calibration data to reliably measure the trigger efficiency. Such periods are listed in Table 5.4 and excluded from the analysis by the cut cStableTrigThresh_133_LT.

- **Bias Time:** WIMP-search events taken while the detector has been biased for more than 3 hours are removed by the cGoodBiasTime_133 cut. Data biased for longer than this is not guaranteed to have neutralization and charge collection.

- **Bias Polarity:** During Run 133, calibration and WIMP-search data were typ-
Figure 5-6: Phonon optimal filter $\chi^2$ quantity as a function of total phonon energy for $^{133}$Ba calibration data, showing cut definition. Though the cut strength is somewhat arbitrary, most events above the boundary are pileup, while most below the boundary are high-quality events. T2Z1 is shown as a representative example.

- **Miscellaneous bad series**: 18 of the 1643 series taken for this analysis were marked as bad by the onsite shift for miscellaneous reasons. They were removed from the analysis sample by the cut \texttt{cBadSeries\_133}. The cut \texttt{cFinalPhononSettings\_133} removed series during which SQUID and QET settings were not in their finalized state, though no series were removed from the data analyzed here.

### 5.4.2 Pulse Quality Cuts

The selection criteria below remove individual events from the analysis.

- **Phonon optimal filter** $\chi^2$ The $\chi^2$ obtained from the optimal filter provides a measure of the goodness of fit between the phonon pulse in data and the optimal filter template that is used to estimate the energy. Events with high values of $\chi^2$ may have poorly estimated energies and should therefore be discarded. This is most important as a means to remove pileup events from calibration data. This also provides a crude “catch-all” method of discriminating pathological events caused by various kinds of electronics noise, such as “glitch” events, low-frequency noise triggers, and square pulses (all discussed in more detail below).
At low energies, the phonon optimal filter $\chi^2$ for the total phonon trace has a value centered near 4095 (4096 digitizer bins minus one d.o.f. for the fitted amplitude of the pulse), but this rises at energies above $\sim 200$ keV on most detectors, as shown in Figure 5-6. A $3\sigma$ upper cut called cPChiSq_v53 is set in energy bins and smoothed with a quartic polynomial on each detector. The $3\sigma$ cut threshold is essentially arbitrary, but it does a good job separating pileup events from traces containing a single event.

- **Charge Optimal Filter $\chi^2$:** In the spirit of the charge $\chi^2$, cQChiSq_v53 is similar to the phonon version. Cuts were placed on the optimal filter $\chi^2$ for the charge channels on each side (QS1OFchisq and QS1OFchisq) as a function of the total charge energy on each side (qsum1OF, qsum2OF). The cut threshold was placed slightly looser than $3\sigma$ in order to balance acceptance and rejection, albeit in a somewhat arbitrary manner.

- **Prepulse Noise Baseline:** A buffer of 512 digitizer bins of pre-trigger data are recorded with each event. This portion of the trace provides a snapshot of the noise environment on an event-by-event basis. If it is abnormally noisy, then the event is suspect. The standard deviation of this prepulse region is calculated for each charge and phonon channel of each event. Events with baseline standard deviations more than $4\sigma$ away from the typical value for the series are removed by the cuts cQstd_v53 and cPstd_v53.

- **Glitches:** Since the early days of CDMS II at Soudan, a population of events known as “glitch events” has been observed. There are two classes of events both called glitches. The first class is characterized by very short phonon fall times (typically $\tau_{\text{glitch}} \sim 100\mu$s instead of the $\tau_{\text{pulse}} \sim 750\mu$s typical of iZIP phonon pulses), with little or no charge signal. Such events typically trigger on a large number of detectors in phonons, but very few in charge. Phonon glitches are believed to be produced by voltage spikes on the QET bias line that directly heat the TES. The resulting pulse shape therefore should be reasonably close to the impulse response of the TES, which has a much shorter fall time than the phonon collection time that sets the pulse fall time of $\tau_{\text{pulse}}$ ([10] has an excellent discussion of the physical origin of glitches and the weaknesses of this argument). The second class of events is characterized large spikes in many charge channels, but few phonon triggers. These distinct characteristics provide at least two obvious methods for discrimination:

1. **Trigger multiplicity:** Single-scatter WIMPs or calibration data should have a relatively similar number of charge and phonon triggers. At low energies, one would expect somewhat fewer charge triggers relative to phonon triggers because the signal-to-noise is worse in the charge, but the difference should not be too great. The first selection criteria to veto glitches, cGlitch_133 removes events with at least six more phonon triggers than charge ($n_{\text{trigp}} - n_{\text{trigq}} > 6$) and events with at least one more charge trigger than phonon ($n_{\text{trigq}} - n_{\text{trigp}} > 1$). As shown in Figure 5-7.
Figure 5-7: Histogram of number of DIBs with charge triggers vs. number of DIBs with phonon triggers in a commissioning dataset. Left panel shows all data, while right panel shows a subset of data passing the charge $\chi^2$ requirement. Note the significant population of events with an unequal number of charge and phonon triggers. Black lines on left panel indicate acceptance region, which was set in order to ensure high-efficiency on a subset of events that also pass the phonon and charge $\chi^2$ requirements. (Courtesy of Ray Bunker)

this removes the large number of events with a mismatch in the number of charge and phonon triggers.

2. **Pulse shape:** Figure 5-8 shows the significant difference in pulse shape between a typical glitch event and physics event. This difference is significant enough that the phonon goodness-of-fit cut $cPChiSq_v53$ removes the majority of the glitches. Somewhat better performance can be achieved, however, via a likelihood ratio test statistic. Each total phonon trace is fit to a physics pulse template and to a glitch pulse template, and the $\chi^2$ for each is computed. The log-likelihood ratio test statistic $\Delta \chi^2 \equiv \chi^2_{NF} - \chi^2_{Glitch}$ is used as a discriminator between glitch events and physics events. Because of pulse shape variations in physics pulses, the two classes of events form parabolic bands, so this test statistic is not truly distributed as a $\chi^2$ distribution. Nevertheless, it still has the strong discrimination power that one would expect from the Neyman-Pearson lemma. The cut $cGlitch1_v53$ is an energy-dependent parabolic band, defined in a somewhat arbitrary fashion, to separate the two event types.

- **Low-frequency noise:** SuperCDMS data taken at Soudan was plagued by low-frequency phonon noise that caused excess triggers in the experiment. Figure 5-13 shows a typical low-frequency noise event that triggered. While the origins of all low-frequency noise triggers are not understood, a major source of the noise is known to be caused by mechanical vibrations that couple to the TESs. The pulse-tube cryocooler on the e-stem of the fridge is known to produce vibrations that are correlated in phase with bursts of low-frequency noise. Indeed, if
Figure 5-8: Typical phonon traces from a glitch event (top) compared with a good physics event (bottom). Note the significantly shorter fall time in the glitch event.
one looks at a phonon channel on an oscilloscope and listens to the chirp of the cryocooler, regular bursts of low-frequency noise are synchronized with the cryocooler cycle. Since Run 133, important progress has been made reducing the effects of the cryocooler noise. Replacing the cryocooler cold head significantly reduced the amount of vibrational noise, while Ritoban Basu Thakur developed a method of using an accelerometer to monitor vibrations and veto particularly noise periods.

In spite of these later efforts, the low-energy data analyzed here is heavily contaminated with low-frequency noise triggers. Because physics event pulse shapes are also dominated by low-frequency information in the 100 Hz range, the general-purpose phonon quality cut \texttt{cPChiSq\_v53} does not provide very good discrimination. To compound problems, low-frequency noise does not have a unique pulse shape. An attempt was made to discriminate low-frequency noise from physics events using an optimal filter $\chi^2$ quantity computed using low-frequency information only, but the best discrimination was achieved using a likelihood ratio test statistic similar to the one used for \texttt{cGlitch1\_v53}, developed by Kristi Schneck. A large number of low-frequency noise events were averaged together to create a low-frequency noise “template” for each detector. Although there is significant pulse shape variation between low-frequency noise events, there is enough similarity that the log-likelihood ratio between the physics template and the low-frequency noise template provides good discrimination between the two classes of events—even down to threshold.

- **Phonon Start Time:** As described in Section 3.4, the start time of the optimal filter template is varied in a search window to achieve the best fit. The search window was set to be wide enough so that most events should be reconstructed near the middle of the window. Because the phonon pulses have a non-zero rise time, however, it is conceivably possible that very low-energy pulses will
Figure 5-10: Schematic showing how low-energy events can have a start time outside the optimal filter search window. Because low-energy events trigger near the peak of the pulse, if the pulse rise time is larger than the pre-trigger portion of the window, then the optimal filter will rail. These events will have biased energy estimates and are therefore removed by \texttt{cGoodPStartTime_v53}.

rail on the leading edge of the window, as shown schematically in Figure 5-10. The search window was optimized to avoid this situation, but any events that do rail may have biased energy estimators and should therefore be removed. Similarly, calibration data can have “cross-detector” pileup events, which rail at the end of the optimal filter search window. This occurs when detector A issues a global trigger, and then another event triggers detector B just outside of the OF search window. The phonon $\chi^2$ on detector B will be reasonable because start time is near the edge of the search window, but the energy may be slightly biased, and so these events are removed by the cut \texttt{cGoodPStartTime_v53}.

Events railed at the edges of the search window are removed simply by enforcing that
\[(E_{pt} > E_{\text{min}}) \cap (-190\mu s < t_{OF} < t_{\text{min}}),\]
where $E_{\text{min}}$ is a detector-dependent low-energy threshold for the cut (typically around 3 keV in total phonon energy), and $t_{\text{min}}$ is a detector-dependent time threshold (typically around 35$\mu$s. The cut is not applied to random triggers or other very low-energy events because the time-resolution is poor at very low energies, which would compromise the cut efficiency.

- **Square Pulses**: Several detectors experienced periods during Run 133 in which a significant number of “square” pulses were recorded. These were vetoed by a requirement that the integral of the phonon trace not be excessively negative, and that the fall time be loosely consistent with the value expected for physics events. The combination of these requirements forms the cut
5.4.3 Quality Cut Efficiencies

There are three methods that are appropriate for computing the efficiency of quality cuts, depending on the cut definition. The first method is to compute the live time loss incurred by the cut. This is appropriate for cuts that remove entire periods of data. Somewhat less obviously, it is also appropriate for cuts such as \( c_{Pstd} \) and \( c_{Qstd} \), which decide whether to pass or fail an event based on the background noise environment, rather than based on an intrinsic property of the event. The efficiency of these cuts is given by the fraction of the time in which if an event were to occur, then it would have been rejected. The simplest estimate for this fraction is just

\[
\hat{f} = \frac{\sum_{\text{fail}} t_i}{\sum_{\text{all}} t_i},
\]

where \( t_i \) is the total live time immediately preceding each event. So the total live time loss is therefore

\[
\Delta T = \sum_{\text{fail}} t_i
\]

the sum of the live times preceding each event that fails the cuts. The live time losses are summarized in Table 5.5.

The second “method” is to realize that some cuts incur no live time loss. This assumption is appropriate for the trigger-based glitch cut \( c_{Glitch\_133} \). A single-scatter WIMP candidate should always have 2 phonon triggers and 0, 1, or 2 charge triggers, so a WIMP will never be accidentally classified as a glitch. However, the time after the event when the DAQ is not live obviously should not count toward the live time of the experiment.

The third method is to estimate the fraction of single-scatter WIMPs that pass a
Table 5.5: Live time efficiency of main quality cuts.

<table>
<thead>
<tr>
<th>Cut</th>
<th>T1Z1</th>
<th>T2Z1</th>
<th>T2Z2</th>
<th>T4Z2</th>
<th>T4Z3</th>
<th>T5Z2</th>
<th>T5Z3</th>
</tr>
</thead>
<tbody>
<tr>
<td>cGoodBiasTime_133</td>
<td>96.3%</td>
<td>96.3%</td>
<td>96.3%</td>
<td>96.3%</td>
<td>96.3%</td>
<td>96.3%</td>
<td>96.3%</td>
</tr>
<tr>
<td>!cBadSeries_133</td>
<td>99.2%</td>
<td>99.2%</td>
<td>99.2%</td>
<td>99.2%</td>
<td>99.2%</td>
<td>99.2%</td>
<td>99.2%</td>
</tr>
<tr>
<td>!cTrigBurst_133</td>
<td>96.3%</td>
<td>96.3%</td>
<td>96.3%</td>
<td>96.3%</td>
<td>96.3%</td>
<td>96.3%</td>
<td>96.3%</td>
</tr>
<tr>
<td>cFinalPhononSetting_133</td>
<td>100%</td>
<td>100%</td>
<td>100%</td>
<td>100%</td>
<td>100%</td>
<td>100%</td>
<td>100%</td>
</tr>
<tr>
<td>cGoodDCOffset_v53</td>
<td>99.6%</td>
<td>99.7%</td>
<td>99.7%</td>
<td>99.2%</td>
<td>98.5%</td>
<td>99.7%</td>
<td>99.3%</td>
</tr>
<tr>
<td>cGoodBaseTemp_v53</td>
<td>99.9%</td>
<td>95.1%</td>
<td>95.1%</td>
<td>99.9%</td>
<td>95.1%</td>
<td>99.9%</td>
<td>99.9%</td>
</tr>
<tr>
<td>!cQhighnoise_v53</td>
<td>99.8%</td>
<td>100%</td>
<td>99.8%</td>
<td>100%</td>
<td>99.9%</td>
<td>96.3%</td>
<td>99.9%</td>
</tr>
<tr>
<td>!cBadOFRes_v53</td>
<td>94.4%</td>
<td>96.1%</td>
<td>99.9%</td>
<td>98.7%</td>
<td>100%</td>
<td>97.6%</td>
<td></td>
</tr>
</tbody>
</table>

cut. This is appropriate for cuts that have a fixed mis-identification rate on events that trigger. Estimating these efficiencies from nuclear recoils in $^{252}$Cf calibration data is confounded by the fact that we must first apply our quality cuts to identify a sample of good nuclear recoils, free of pileup, to use in the efficiency estimation. Instead of using data, we rely on a Monte Carlo pulse simulation to construct fake pulses and then use it to estimate the cut efficiencies. The use of a simulation is justified by two observations. First, the efficiency of all quality cuts is expected to be quite high by construction, so even large systematics on the rate of failing events should be small in absolute terms. Second, variation in the quality cut efficiencies between detectors and over time are expected to be driven by variation in the baseline noise of each detector. A pulse simulation that incorporates experimental noise from throughout all of Run 133 should therefore produce more reliable results than calibration data that is taken at fixed intervals.

To generate fake pulses, the phonon templates used for the optimal filter are first scaled to a random energy picked from a uniform distribution between 0 and 30 keV in total phonon energy. Next, the charge templates used for the optimal filter were scaled to an energy calculated from the true phonon energy, assuming a Lindhard ionization yield with $k = 0.157$ and full, symmetric charge collection on the inner two electrodes of the iZIP, with no charge collection in the outer channel. These simplifying assumptions are justified by the fact that the ionization yield was measured to be similar to Lindhard on most detectors and WIMPs with non-zero charge collection would be removed from the analysis anyway by the charge fiducial volumes. This method also implicitly assumes that pulse-shape variations do not significantly affect the acceptance of quality cuts. This is a fairly reasonable assumption because the quality cuts whose efficiencies are estimated from simulation are all based on the total phonon trace (summed over channels), which shows less position dependence than individual channels. The scaled charge and phonon templates are then summed with a random trigger taken from the Run 133 WIMP-search dataset, and processed through the usual analysis algorithms. The templates are summed with the randoms assuming no delay between the trigger and the pulse start time. While the true data has a delay due to the nonzero rise time of the phonon pulse, this assumption should
not affect the quality of the energy estimators because the optimal filter should always reconstruct events properly when the pulse start time is contained in the optimal filter search window. This pulse simulation procedure is repeated for every random trigger event taken in the analysis, to build up a fake data set.

The simulated data contain events constructed from randoms taken at the beginning of the run (827,000 events), in the middle of the run interspersed with real triggers (1,084,017 events), and at the end of the run (827,000 events). The efficiency of the quality cuts was estimated by taking the fraction of simulated events constructed from in-run randoms passing \( \text{cGlitch1_v53, cLFnoise1_v53, cPChiSq_v53, and cQChiSq_v53} \). In-run randoms only were used because they were taken at the same time as physics data, and were believed to be more representative of the noise environment of real data. Figure 5-13 shows the nuclear recoil efficiencies as a function of energy for detector.

The phonon start time requirement \( \text{cGoodPStartTime_v53} \) cannot be determined using the method above because the simulation explicitly assumes that there is no delay between the trigger and the start of the phonon pulse. It also cannot be determined from calibration data because calibration data contains a significant amount of pileup events that fail \( \text{cGoodPStartTime_v53} \). Because the optimal filter search window is quite wide and was optimized to select all non-pileup events, this cut should have very high acceptance, and we simply assume that it is 100% efficient with negligible uncertainty. As a cross-check, we confirm that 0 events from the open post-Cf WIMP-search data fail this cut on any detector, as expected.

While the pulse simulation provides robust estimate of the quality cut efficiency, we can also check the results using calibration and WIMP search data by performing a likelihood ratio test on the binned efficiency measurements\(^1\). To check the efficiencies of the \( \text{cLFnoise1_v53} \) and \( \text{cGlitch1_v53} \) cuts, the \( \chi^2 \) cuts were first applied to Cf

\(^1\)\text{Consider a two binned measurements of an efficiency, one from the simulation of Figure 5-13 and another from a validation sample of Cf or WIMP-search data. Each bin represents a binomial random variable, and we want to test whether the data in each bin have a common efficiency or two different efficiencies. We do this using a likelihood ratio test, with the null hypothesis being that each measurement is drawn from the same efficiency function, and the alternative hypothesis being that the two measurements are drawn from different efficiency functions. The likelihood ratio test statistic is given by}

\[
\lambda = \frac{\max_{\bar{\mathbf{p}}, \bar{\mathbf{p}}^{\text{sim}}} \prod \mathcal{L}(p_i; N_i^{Cf}, n_i^{Cf}) \mathcal{L}(p_i; N_i^{\text{sim}}, n_i^{\text{sim}})}{\max_{\mathbf{p}^{\text{sim}}} \prod \mathcal{L}(p_i^{Cf}; N_i^{Cf}, n_i^{Cf}) \mathcal{L}(p_i^{\text{sim}}; N_i^{\text{sim}}, n_i^{\text{sim}})}
\]

(5.2)

where the product in the numerator and denominator is taken over the energy bins. The likelihood function for each bin is given by the binomial distribution for \( n \) successes in \( N \) trials given a probability \( p \)

\[
\mathcal{L}(p; N, n) \propto p^n (1 - p)^{N-n}.
\]

(5.3)

We obtain the \( p \)-value using the fact that twice the negative log is asymptotically chi-square with \( M \) degrees of freedom for an efficiency measurement with \( M \) energy bins

\[
-2 \ln \lambda \sim \chi^2(M).
\]

(5.4)
Figure 5-12: Combined quality cut efficiency of !cGlitch1_v53, !cLFnoise1_v53, cPChiSq_v53, and cQChiSq_v53, as a function of total phonon energy, estimated from the Monte Carlo pulse simulation. The slight differences in energy-dependence between different detectors is due to relative differences in the position of the cut boundary. These differences can be driven by time-variation of the baseline noise, which affects the distributions of $\Delta \chi^2$ used to define !cGlitch1_v53 and !cLFnoise1_v53. Statistical error bars are present on each bin, but too small to see.
data to remove pileup. Then the fraction of events also passing one of the two cuts of interest was calculated as a function of energy. These fractional passage rates in Cf data were compared with the same quantities computed on simulation data, above the trigger threshold of each detector. For all detectors, the average passage rates are quite similar, and most detectors have \( p \)-values that are \( > 0.05 \).

5.5 Trigger and Analysis Thresholds

When SuperCDMS triggers during WIMP-search data-taking, data is recorded on all detectors. In other words, if an event triggers detector A, data will be recorded on detector B even if there is no trigger. This has two consequences. First, strong noise fluctuations could reconstruct to energies at which the trigger efficiency is non-zero, thereby polluting the signal sample. This is an additional source of background. And second, the experiment is actually sensitive to sub-trigger threshold events, provided that they occur in coincidence with a trigger on another detector. For example, a low-frequency noise fluctuation could issue a global trigger on detector A in coincidence with a sub-threshold WIMP scatter on detector B. Although this is extremely improbable, it formally means that the net trigger efficiency is the actual efficiency of the trigger, plus the efficiency for measuring sub-threshold nuclear recoils. The latter is difficult to assess quantitatively. These two complications motivate our requirement that WIMP candidate events must cause a trigger the detector of interest. This requirement, called \( \text{cTriggeredEvent}_\text{133_LT} \), solves both problems described above. The efficiency of this requirement is simply the efficiency of the trigger on each detector, which can be measured with routine Ba calibration data.

The trigger threshold of the experiment was adjusted periodically in response to changing overall baseline noise in order to maintain a fairly low and constant trigger rate of about 1 Hz. Since data at threshold is used in the analysis, the trigger efficiency must be well-measured at these energies. Ben Loer performed painstaking archaeology to determine all periods of constant trigger efficiency with useable data and then fit the trigger efficiency for each period. The functional form assumed for the trigger efficiency is

\[
\epsilon(E_{pt}) = \frac{1}{2} \text{erfc} \left( \frac{\mu - E_{pt}}{\sigma_0 + \sigma_m \sqrt{E_{pt}}} \right). \tag{5.5}
\]

This is a typical error function trigger efficiency with an energy-dependent resolution term of \( \sigma(E) = \sigma_0 + \sigma_m \sqrt{E_{pt}} \), rather than the usual constant \( \sigma_0 \). This functional form was chosen because it fit the data better than a model with a constant resolution term, but it is physically motivated by the fact that the phonon resolution degrades with energy due to position-dependence.\(^2\) Figure 5-14 shows fits to the trigger efficiencies

\(^2\)The fit quality was essentially identical using linear of square-root terms, though square-root was chosen because convergence was slightly better. Matt Pyle has argued in his internal notes estimating the sensitivity of SuperCDMS at SNOLAB that the total phonon resolution scales as \( \sigma_{pt}^2 = \sigma_0^2 + (f_p E_{pt})^2 \), so the linear term should be most relevant in the Taylor expansion at low energies.
Figure 5-13: Example of Ba calibration data on T4Z3, showing the effect of cTriggeredEvent_133_LT, which enforces that events on this detector issue a trigger. Red events are removed by cTriggeredEvent_133_LT, while blue events pass. Note the large number of sub-threshold events that are recorded on this detector with reasonable charge and phonon energies, illustrating the experimental sensitivity below the trigger threshold. This effect is much more noticeable in Ba calibration data than it would be single-scatter WIMP-search data due to the large number of multiple scatters in Ba data.
during a period in early 2013. Fits were performed for every period of distinct trigger efficiency. The trigger efficiency is assumed to remain constant within each period of constant threshold, which appears to be a reasonable assumption.

In addition to the trigger requirements, three types of time-dependent hard analysis thresholds were used:

1. **Global analysis threshold**: During periods of Run 133, the trigger thresholds on certain detectors were slightly below 2 keV in total phonon energy. The performance of event-by-event data quality cuts, however, degrades below 2 keV because of the poor signal-to-noise. This is particularly true for the low-frequency noise cuts. We therefore choose, somewhat arbitrarily, to only analyze data above 2 keV on all detectors except T1Z1, which used a 3 keV threshold. The higher threshold on T1Z1 was motivated by a noisy SQUID in the phonon channel PAS1 readout electronics, which could periodically cause noise fluctuations that reconstruct to higher energies.

2. **Trigger-dependent analysis threshold**: T1Z1, T4Z2, and T5Z3 have significant amounts of exposure during which their trigger thresholds are 0% between 2 keV and 3-5 keV in ptNF. Events that trigger the detectors and reconstruct at, say, 3 keV would be extremely unlikely to be WIMPs during these periods because the trigger is insensitive to these energies. To mitigate against spurious triggers at energies with little trigger sensitivity, we introduce another analysis threshold set effectively at \( 1\sigma \) below the 50% midpoint of the fitted trigger efficiency curve

\[
E_{1\sigma} = \mu - \frac{\sigma_0 + \sigma_m \sqrt{\mu}}{\sqrt{2}},
\]

where \( \mu, \sigma_0, \) and \( \sigma_m \) are the parameters from the fits of the trigger efficiency. The choice of setting the threshold specifically at \( 1\sigma \) below the mean of the trigger efficiency is arbitrary, but balances the desire to use most of the data near threshold with the desire to avoid triggers at energies with little trigger sensitivity.

3. **Blinding cut thresholds**: The high-threshold blinding requirements described in Section 5.2 require that data be above a time-dependent threshold in order to be hidden from view. During certain periods of time, this blinding threshold was above both the global analysis threshold and the trigger-dependent analysis threshold, implying that some very low-energy events could potentially be visible to the analyzer and used in the analysis. For consistency with the blinding requirement, we also required that all data used in the analysis be above this time-dependent blinding threshold.

Using the square-root form over the linear one is therefore slightly awkward, but still incorporates the qualitative behavior that the phonon resolution degrades due to position-dependence at higher energies.

\[3\] As a technical aside, the high-threshold blinding cut threshold was set using the \texttt{psumOF} energy estimator rather than the \texttt{ptNF} energy estimator used in this analysis. In the cut construction, we also use \texttt{psumOF} for consistency, however we estimate the efficiency as a function of \texttt{ptNF} as an error.
Figure 5-14: Fits of trigger efficiency functional form to Ba calibration during early 2013. Blue dashed line shows the best fit of the square-root model, while the red dashed line shows the best fit of the linear model. The green bands shows the extreme range of trigger efficiencies obtained by varying fit parameters within $\pm 1\sigma$ and $\pm 2\sigma$ of the best fit, according to the covariance matrix. (Courtesy of Ben Loer)
The three analysis thresholds are applied simultaneously so that events must be above all three in order to contribute to the analysis. Figure 5-15 shows the variation in the three analysis thresholds as a function of time. In particular, note that T1Z1 and T4Z2 have much higher analysis thresholds relative to the other detectors during much of Run 133. These detectors therefore do not contribute greatly to the sensitivity at the lowest WIMP masses of this analysis, but they do contribute some sensitivity at WIMP masses \( \gtrsim 10 \text{ GeV} \).

Since we do not include time as a variable in the final analysis, we must integrate over the time-dependence of the trigger and analysis thresholds. This is equivalent to performing a live time-weighted average of the trigger and threshold efficiencies over all periods of unique trigger and analysis efficiency. The live time-averaged efficiency is given by

\[
\bar{\epsilon}(E) = \sum_i \frac{T_i}{T} \epsilon_i^{trig}(E) \epsilon_i^{thresh}(E),
\]

with the sum taken over each period of constant trigger efficiency and

- \( T_j \) = livetime in the \( i \)th period of constant trigger and threshold
- \( T \) = total livetime
- \( E \) = energy
- \( \epsilon_i^{trig}(E) \) = trigger efficiency functional form for \( i \)th period
- \( \epsilon_i^{thresh}(E) \) = efficiency for analysis threshold of \( i \)th period

Figure 5-16 shows the average efficiencies as a function of energy for the trigger alone, analysis thresholds alone, and total.

Uncertainties on the trigger threshold efficiency from the fits are propagated by Monte Carlo simulation. The analysis threshold efficiencies are assumed to have no uncertainty. For each time period of the trigger efficiency fits, fit parameters are sampled from a multivariate gaussian given by the fit covariance matrix and used to generate efficiency curve samples. Samples from different periods are live time-averaged together with the analysis thresholds, as described above. The resulting uncertainty is generally quite small due to the good fit quality and the averaging together of different measurements.

### 5.6 Nuclear Recoil Energy Scale

As discussed in Section 3.1, the total phonon energy measured by a detector is the sum of the recoil energy and the Luke phonon energy, which is proportional to the charge energy. Computing limits and comparing to Monte Carlo simulations requires knowing the recoil energy of the event, which involves an assumption about the charge function that accounts for the small (approximately gaussian) random difference between \texttt{psumOF} and \texttt{ptNF}. In contrast, since the global analysis threshold and trigger-dependent analysis thresholds are defined in terms of the primary analysis energy estimator \texttt{ptNF}, their efficiencies are simply heaviside functions.
Figure 5-15: Global analysis threshold (purple), trigger-dependent analysis threshold (green), and blinding analysis threshold (blue) as a function of time during Run 133 for each detector. The global analysis threshold is constant at 2 keV on all detectors except T1Z1 (3 keV). The trigger-dependent analysis threshold requires that events have an energy above 1σ-equivalent below the mean of the trigger efficiency curve. The blinding analysis threshold requires that WIMP-search candidates events be above the threshold used for the high-threshold blinding cut. The analysis threshold used for a given detector at a given time is the highest of the three thresholds.
Figure 5-16: Live time-averaged efficiency for all analysis thresholds and the trigger as a function of total phonon energy. The red curve shows the live time-averaged efficiency only, the green curve shows the live time-averaged trigger efficiency only, while the blue curve shows the combined efficiency. Note that the combined efficiency is not the simple product of the live time-averaged trigger and analysis threshold efficiencies: the multiplication of the trigger and analysis threshold efficiencies occurs before, not after, the live time averaging.
energy of that event. This defines three different energy scales

- **keV**: measured total phonon energy
- **keVnr**: recoil energy assuming the ionization yield of a nuclear recoil (“nuclear-recoil-equivalent energy”)
- **keVee**: recoil energy assuming the ionization yield of an electron recoil (“electron-equivalent energy”)

If we measure a total phonon energy, there are two ways to convert to the recoil energy

1. **Use measured ionization energy**: Since we measure both ionization and phonons, it is possible to use the measured ionization energy for each event to subtract the Luke phonon energy. Because of the poor charge resolution at low energy, this would produce very poor recoil energy resolution.

2. **Use a model for the ionization yield**: If we have a model of the ionization energy as function of total phonon energy, then we can the model prediction for the charge to estimate and subtract the Luke phonon energy. The recoil energy resolution of this method is comparable to the total phonon resolution, but the assumption of a charge model introduces potential systematics.

We use the second method to determine the nuclear recoil energy scale. We parameterize the ionization energy as a function of total phonon energy by

\[ E_Q = f(E_p) = \alpha_1 + \alpha_2 E_p + 10^{\alpha_3} \text{erf} \left(-\frac{E_p}{10^{\alpha_4}}\right). \tag{5.8} \]

The parameters \( \alpha_1, \alpha_2, \alpha_3, \) and \( \alpha_4 \) are determined for each detector individually by fitting the band of nuclear recoils in \(^{252}\text{Cf}\) calibration data. The recoil energy of each event is then obtained by simply subtracting off the Luke phonon contribution from the total measured phonon energy

\[ E_r = E_p - \frac{E_Q}{3 \text{ eV}} e\Delta V, \]

where we have divided the charge energy by 3 eV because this is the mean \( e\hbar \) pair creation energy in Ge. This functional form was chosen because it fit the data reasonably well with good convergence.

An example of calibration data is shown in Figure 5-17. Nuclear recoils form a band in the plane of total phonon and ionization energies, which we refer to as the **nuclear recoil band**. Data in the nuclear recoil band are binned in total phonon energy and the mean ionization energies in each bin are fit to the model as a function of total phonon energy. An example fit is shown in Figure 5-18. Note that the agreement with the Lindhard ionization model introduced in Section 3.2.1 is generally good. When the fitted charge models deviate from Lindhard, they tend to fit for a lower ionization yield. This results in more conservative limits than if the Lindhard model were used.
Figure 5-17: Example of $^{252}$Cf calibration data with NR band fit, for T4Z3. Blue points are within a $\pm 2\sigma$ gaussian band (blue lines) around the band mean, predicted by Lindhard (black dashed line). Red points are the mean of the band in energy bins. Light blue points are outside the nuclear recoil band. Note the band of events with high ionization yield, which are due to high-energy gammas, also produced by the $^{252}$Cf source. Courtesy of Julien Billard.

Figure 5-18: **Left:** Best fit charge model (*red line*), charge model of Lindhard (*black dashed line*), and charge models sampled from the uncertainty of the fit at various confidence levels (*teal*). **Right:** Residual of left panel. Blue dashed lines show lines of fractional deviation from the best-fit charge model. Note that Lindhard is generally within 10% of the best-fit charge model above our 2 keV total phonon energy threshold. Courtesy of Julien Billard.
5.7 Background and Detector Simulations

The background model for this analysis necessarily consists of two components: a physics simulation that describes the rates of the event types and their deposited energy in the detector, and a detector simulation that describes how that energy is manifested in the observable quantities of the detector. The physics backgrounds at low energy consist primarily of gammas and electrons produced by high-energy gammas from radioactive decays in the passive material surrounding the detector (“gamma-sourced” events), lines from L-shell electron capture of the isotopes $^{68}$Ge, $^{71}$Ge, $^{67}$Ga, and $^{68}$Zn (“activation line” events), and daughters of the decay of $^{210}$Pb (“surface” events). While extensive development has occurred on a first-principles detector simulation by Daniel Brandt, Steve Leman, Kevin McCarthy, Peter Redl, and others, the aggressive timeline required for this analysis and the lack of validation with Soudan detector data available at the time motivated a simpler pulse-simulation approach to the detector simulation.

5.7.1 Physics Simulations

Gamma background

While gammas may be produced by decays within the detector, the majority of gammas that interact in detectors are due to decay that occur within the passive material surrounding the detectors. The primary gamma lines are due to the decay of U, Th, and K and their daughters. These gamma lines are mostly in the 100 keV to few MeV energy range, and they are all above the 0-10 keVnr energy range of interest. Events at low energies from these high-energy gammas are due to Compton scattering, which produces an approximately flat low-energy spectrum. We therefore take the low-energy spectrum of gamma-induced events to be flat in energy, normalized using the event rate in the electron recoil band where contamination from other event categories is negligible.

The gamma background is normalized using an approximate $\pm 2\sigma$ bulk electron recoil band between 5-12 keV total phonon energy. Events are counted in the sidebands data from the full Run 133 low-threshold exposure. Note that we do not apply any charge fiducial volume requirement to the normalization region in order to maximize the number of counts in the region and reduce the statistical uncertainty. Because this region contains a pure sample of gamma-sourced backgrounds, we can directly normalize the same region of parameter space in the trigger-efficiency-corrected simulation to this count rate.

One might question whether the gamma background in the range of 5-12 keV total phonon energy is actually only due to Compton scattering of high-energy gammas. The main reason to doubt this interpretation comes from measurements by the CoGeNT detector. Like the SuperCDMS iZIPs, CoGeNT is made of Ge, and is therefore subject to the same cosmogenic backgrounds as SuperCDMS. CoGeNT measures weak lines from $^{49}$V (4.97 keVee, $t_{1/2} = 330$ d), $^{51}$Cr (5.46 keVee, $t_{1/2} = 28$ d), $^{54}$Mn (5.99 keVee, $t_{1/2} = 312$ d), $^{55}$Fe (6.54 keVee, $t_{1/2} = 2.7$ y), $^{56,57,58}$Co (7.11 keVee,
Table 5.6: Rates of gamma-sourced events in the normalization region and in the full energy range after correcting for the trigger efficiency, but before the effect of fiducial volume and nuclear recoil band requirements. Normalization region is a roughly ±2σ portion of the nuclear recoil band in 5-12 keV total phonon energy.

<table>
<thead>
<tr>
<th>Detector</th>
<th>events (norm. region)</th>
<th>events (2-13.1 keV pre-cuts)</th>
</tr>
</thead>
<tbody>
<tr>
<td>T1Z1</td>
<td>146 ± 12.1</td>
<td>552 ± 46</td>
</tr>
<tr>
<td>T2Z1</td>
<td>131 ± 11.4</td>
<td>693 ± 61</td>
</tr>
<tr>
<td>T2Z2</td>
<td>69 ± 8.3</td>
<td>383 ± 46</td>
</tr>
<tr>
<td>T4Z2</td>
<td>54 ± 7.3</td>
<td>219 ± 30</td>
</tr>
<tr>
<td>T4Z3</td>
<td>162 ± 12.7</td>
<td>828 ± 65</td>
</tr>
<tr>
<td>T5Z2</td>
<td>125 ± 11.2</td>
<td>754 ± 67</td>
</tr>
<tr>
<td>T5Z3 (BS)</td>
<td>32 ± 5.6</td>
<td>140 ± 25</td>
</tr>
<tr>
<td>T5Z3 (AS)</td>
<td>154 ± 12.4</td>
<td>803 ± 65</td>
</tr>
</tbody>
</table>

$t_{1/2} = 77$ d, 272 d, 71 d), and $^{56}$Ni (7.71 keVee, $t_{1/2} = 6$ d). These lines are unfortunately not resolved in the open post-Cf data because of the fairly low exposure and the fact that SuperCDMS has worse electron-recoil energy resolution than CoGeNT, so we are unable to include them in the model in a well-motivated way. See Chapter 6 for the unblinded low-background recoil energy spectrum.

 Activation lines
 Several electron capture radioisotopes are produced in Ge by cosmogenic activation ($^{68}$Ge, $^{68}$Ga, $^{65}$Zn) and activation from neutron calibration ($^{71}$Ge). Cosmogenic production of the long-lived isotopes $^{68}$Ge and $^{65}$Zn is well-known from simulations [81], while the short-lived isotope $^{68}$Ga is a product of $^{68}$Ge decay. Because these isotopes are produced by neutron and cosmic rays, which have a long range in Ge, the activation in the detectors is spatially uniform to an excellent approximation. Following the electron capture, the electrons in the daughter atom are in an excited state which quickly relaxes by releasing x-rays and Auger electrons. This low-energy radiation has a short path length in Ge and therefore is fully contained in each detector, so that the energy of each electron capture decay is the full binding energy of the hole left vacant by the capture. Table 5.7 summarizes the key isotopes that contribute to SuperCDMS data.

Because the ratio of K-shell electron captures to L-shell electron captures is constant, we can use the strong K-shell lines in the unblinded high-energy data to estimate the rate of L-shell events that will lie near the signal region. To estimate the rate from the activation lines, we scale the K-shell rate in the full dataset by the ratio of L-shell to K-shell events measured in the post-Cf data

$$N_{L}^{\text{tot}} = N_{L}^{p\text{Cf}} \frac{A_{K}^{\text{tot}}}{N_{K}^{p\text{Cf}}}, \quad (5.9)$$
<table>
<thead>
<tr>
<th>Isotope</th>
<th>K-shell energy</th>
<th>L-shell energy</th>
<th>Half life</th>
</tr>
</thead>
<tbody>
<tr>
<td>$^{68}$Ge</td>
<td>10.36 keV</td>
<td>1.30 keV</td>
<td>270.95 d</td>
</tr>
<tr>
<td>$^{71}$Ge</td>
<td>10.36 keV</td>
<td>1.30 keV</td>
<td>11.43 d</td>
</tr>
<tr>
<td>$^{68}$Ga</td>
<td>9.66 keV</td>
<td>1.20 keV</td>
<td>67.71 m</td>
</tr>
<tr>
<td>$^{65}$Zn</td>
<td>8.98 keV</td>
<td>1.10 keV</td>
<td>243.93 d</td>
</tr>
</tbody>
</table>

Table 5.7: Binding energies and lifetimes for electron capture isotopes that are detectable in low-energy SuperCDMS data. The atomic de-excitation following the electron capture produces multiple x-rays and other radiation, but because events are fully contained, the event is reconstructed as a single event with energy equal to the binding energy of the hole left by the captured electron.

where the subscripts ‘L’, ‘K’ denote the shell of the electron capture, the superscript ‘tot’ denotes the number of events in the total exposure, and the superscript ‘pCf’ denotes the number of events in the post-Cf exposure. The event rates are defined to be before application of the trigger efficiency.

We use post-Cf data from April 2012 and January 2013 only to measure the L/K ratio. It was not possible to reliably measure the trigger efficiencies for the August 2012 post-Cf data due to frequent adjustment of the trigger thresholds. The selection criteria used in the measurement of $N_{pCf}^L$ are the trigger condition cTriggeredEvent_133_LT, quality cuts described in Section 5.4.2, and the single-scatter condition. The selection criteria used in the measurement of $N_{pCf}^K$ are the same, in addition to the charge fiducial volume. The application of the charge fiducial volume improves the resolution of the phonon lines, reducing the uncertainty on their relative sizes, at the expense of a modest loss in statistics. We use all Run 133 data to measure $N_{K}^{tot}$, applying the same selection criteria. Note that no correction is needed for the fact that the charge fiducial volume cut is applied to the estimate of the K-shell rates, but not the L-shell rate; the K-shell estimates appear in both the numerator and denominator in equation 5.9, so this efficiency term cancels.

The L-shell rates are extracted by fitting data in total phonon energy to a functional form

$$f_L(E) = N_sN(E; \mu_L, \sigma_L) + N_b[f \exp(\lambda E) + (1 - f)B],$$

(5.10)

which consists of a gaussian component for the L-shell line with rate $N_s$, and a background component consisting of the sum of an exponential and flat distribution. The fit parameters are the overall signal $N_s$ and background $N_b$ rates, the fraction $f$ of background in the exponential component, the mean of the line $\mu$, and the resolution $\sigma_L$. This L-shell peak has contributions from the three isotopes in Table 5.7, but the three lines cannot be individually resolved, so they are modeled by a single “effective” peak with a floating resolution and mean. The inclusion of the exponential is included to avoid bias in case a small WIMP contribution exists in the post-Cf data. More realistically, it fits for the $^{210}$Pb component that rises somewhat
### Table 5.8: Summary of results from study of electron capture isotopes. Ratios of L/K capture are in good agreement with theory. Third and fourth columns show estimates for the number of L-shell background events expected in Run 133 before and after accounting for the effect of the trigger efficiency.

<table>
<thead>
<tr>
<th>Detector</th>
<th>L/K ratio</th>
<th>L-shell estimate (pre-trigger)</th>
<th>L-shell estimate (post-trigger)</th>
</tr>
</thead>
<tbody>
<tr>
<td>T1Z1</td>
<td>0.105 ± 0.035</td>
<td>137.3 ± 46.1</td>
<td>10.6 ± 3.6</td>
</tr>
<tr>
<td>T22Z1</td>
<td>0.107 ± 0.029</td>
<td>87.4 ± 24.7</td>
<td>84.7 ± 24.0</td>
</tr>
<tr>
<td>T22Z2</td>
<td>0.092 ± 0.017</td>
<td>223.2 ± 43.1</td>
<td>214.1 ± 41.4</td>
</tr>
<tr>
<td>T4Z2</td>
<td>0.174 ± 0.026</td>
<td>289.8 ± 47.8</td>
<td>23.0 ± 3.8</td>
</tr>
<tr>
<td>T4Z3</td>
<td>0.092 ± 0.025</td>
<td>81.8 ± 22.8</td>
<td>78.0 ± 21.8</td>
</tr>
<tr>
<td>T5Z2</td>
<td>0.147 ± 0.030</td>
<td>110.5 ± 23.5</td>
<td>105.6 ± 22.5</td>
</tr>
<tr>
<td>T5Z3 (BS)</td>
<td>0.099 ± 0.028</td>
<td>16.0 ± 5.5</td>
<td>1.3 ± 0.4</td>
</tr>
<tr>
<td>T5Z3 (AS)</td>
<td>0.099 ± 0.028</td>
<td>35.5 ± 11.1</td>
<td>25.9 ± 8.1</td>
</tr>
<tr>
<td>mean L/K:</td>
<td>0.117 ± 0.010</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Ge (theory) [82]:</td>
<td>0.114</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Zn (theory) [82]:</td>
<td>0.108</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

at low energies. The K-shell rates are extracted by fitting data to a functional form

\[
f_K(E) = N_b B + N_s \left[ f_1 \mathcal{N}(E; \mu_{Zn} + \Delta, \sigma_K) + f_2 \mathcal{N}(E; \mu_{Ga} + \Delta, \sigma_K) \right. \\
\left. + (1 - f_1 - f_2) \mathcal{N}(E; \mu_{Ge} + \Delta, \sigma_K) \right],
\]

which consists of a flat background and three gaussians to model the K-shell lines. The fit parameters are the overall signal \( N_s \) and background \( N_b \) rates, the fractions \( f_i \) in each signal component, a resolution \( \sigma_K \) common to all lines, and an overall energy shift \( \Delta \) to account for any calibration error. Fits are performed using unbinned extended maximum likelihood. Errors on fit parameters are taken from the covariance matrix for ease of propagation, but were checked to be in good agreement with profile likelihood errors. Figure [5-19] shows fits to the L-shell lines in post-Cf data, while Figure [5-20] shows the fits to the K-shell lines for all data. Similar fits are performed on the K-shell lines in post-Cf data. These are used to compute the L/K electron capture ratio for each detector, shown in Table 5.8 to be in excellent agreement with values expected for the Ge and Zn isotopes present in the detectors. Table 5.8 also lists the final background estimate before and after correcting for the trigger efficiency.

#### 210Pb daughters

The final component of the low-energy backgrounds in the iZIP is daughters from \( ^{210}\text{Pb} \) decay. During the assembly and fabrication of the experiment, Rn daughters plate out on the surfaces of detectors and their housings. These products quickly decay down to the long-lived isotope \( ^{210}\text{Pb} \), which has a half-life of 22.2 years. The decay of \( ^{210}\text{Pb} \) is somewhat complex and is summarized in Figure [5-21]. There is a
Figure 5-19: Fits to L-shell activation lines in post-Cf data. Error bars are much larger than Poisson because events have been weighted by the reciprocal of the trigger efficiency, in order to extract the pre-trigger L-shell rates.
Figure 5-20: Fits to K-shell activation lines in all Run 133 data. Detector T2Z2 is notable for being the only detector with a clearly resolved $^{68}$Ga line at 9.66 keV. For reasons that are not well-understood, this detector has a higher level of the cosmogenic isotope $^{68}$Ge, which decays to $^{68}$Ga. Differences in the ratio of the $^{68}$Ge and $^{65}$Zn lines could be due to different levels of activation during neutron calibrations between the detectors.
low-energy beta continuum from the decay of $^{210}$Pb. There is an 84% branching ratio into an excited state of $^{210}$Bi with a total energy of 46.5 keV that may be released in a combination of gammas and conversion electrons. Since the $^{210}$Bi remains on the surface of the detector or housing and only some of the conversion electrons and gammas enter the detector, the full 46.5 keV need not be measured from each decay. $^{210}$Bi then decays by beta emission with a 1.1 MeV endpoint, producing little background below 10 keV. Finally, the resulting $^{210}$Po undergoes an alpha decay to $\alpha+^{206}$Pb. The $^{206}$Pb nucleus ends up with 103 keV of kinetic energy. When the decay occurs in the housing surrounding the detector, however, the $^{206}$Pb nucleus may lose energy in the housing before entering the detector resulting in a continuous energy spectrum between zero energy and 103 keV. The CDMS II low-threshold analysis found a significant background component of events at low or zero ionization energy, which were attributed in part to $^{210}$Pb daughters [71]. Although the iZIP has considerably better ionization collection near the surface than CDMS II detectors, events at high radius are still expected to have low ionization yield, causing these events to form a major background. The estimation of the background for the $^{210}$Pb chain consists first of a Geant4 simulation of the various components of the decay chain, followed by the overall normalization of those spectra to sidebands in the data.

The Geant4 [83] simulation of the $^{210}$Pb spectral shape, developed by Peter Redl, is performed using the SuperCDMS simulation package called SuperSim, with the simulation geometry outlined in Figure 5-22. The simulation strategy is similar to that used in the iZIP surface event rejection analysis [52], and the CDMS II maximum likelihood analysis [84] that followed the result described here. Three different components of the decay products are simulated: decays in the housing, decays in the endplates above the top detector in the tower or below the bottom detector in the tower, and decays on the surfaces between two detectors, as shown in Figure 5-22. Since the geometry of each tower is identical, only a single tower is simulated and results are scaled to the rate expected for each individual detector in the normalization.
Figure 5-22: Geometry of the $^{210}\text{Pb}$ in SuperSim. Contamination from three sources is simulated separately: contaminants on the endplates of the tower may decay and interact in the top and surface of the top detector or the bottom surface of the bottom detector, decays in the housing produce events in the detector sidewall, and decays on the surfaces adjacent to a neighboring detector produce surface events on the top or bottom surfaces. (Courtesy of Peter Redl)

procedure. The surfaces of the detectors and the Cu housings are contaminated with $^{214}\text{Po}$, which decays by alpha emission to $^{210}\text{Pb}$. As a result of the decay, the $^{210}\text{Pb}$ becomes implanted in a detector or housing surface. This implantation is crucial because it affects the energy loss of subsequent products in the decay chain before they hit the detector. For example, $^{206}\text{Pb}$ nuclei implanted in the housing may lose a significant fraction of energy before hitting the detector. Correct modeling of the implantation and propagation of the heavy ions involved in this decay chain requires using the “Screened Nuclear Recoil Physics List” (SNRPL) [85, 86] available with Geant4, which produces results compatible with the widely-used SRIM simulation package [87]. The energy deposition is in the simulation is split into three groups, with spectra shown in Figure 5-23. The simulation shows the characteristic edge of the $^{206}\text{Pb}$ spectrum at 103 keV, as well as the conversion electron and gamma lines in the $^{210}\text{Pb}$ spectrum.

The overall normalization of the simulated spectra is performed in two ways with different systematics. The first method uses the rate of alpha decays of $^{210}\text{Po}$ to
Figure 5-23: Recoil energy spectra of components of Geant4 $^{210}\text{Pb}$ simulation for T2Z2. Top panel shows rate of sidewall events from housing simulation, while bottom panel shows rate of events from iZIP-iZIP simulation on top and bottom surfaces. Insets show low-energy region, with events below threshold overlaid in grey. The drop in events below threshold in the $^{210}\text{Pb}$ component of the simulation is due energy cuts in the simulation, but this does not affect rates above threshold. Component labeled $^{210}\text{Pb}$ is the combined energy deposition from all decay products that hit the detector.
normalize the rate of the entire chain, assuming secular equilibrium. This method has the advantage that the alphas have 5.3 MeV of energy and are therefore relatively easy to tag in the detectors. In the plane of total phonon energy and charge energy, alphas appear as a broad peak around 5 MeV in phonon energy at low ionization energy, below the main band of events from gammas. Events at these phonon energies cause strong TES saturation, so the peak is smeared out. The ionization yield is low because the alphas produce nuclear recoils near the detector surfaces. There is also a “tail” of events visible extending below the main alpha peak which are likely also due to alphas that lose a significant fraction of energy in the detector housing or end plate before hitting the iZIP. This tail is reproduced in simulations, but at a significantly lower rate than observed in the data, for reasons that are not understood. To count alphas, we define an acceptance region of these low-energy events, shown in Figure 5-24. The region is defined somewhat arbitrarily, but clearly captures the main alpha line and stragglers.

The second method for estimating the normalization of the $^{210}\text{Pb}$ chain is to count the number of events in a low-yield band where $^{206}\text{Pb}$ events should appear. This method may be biased systematically high because of additional non-Pb events that fall into the low-yield region, such as gammas with poor charge collection. It nevertheless provides a second method that can be used to bracket the range of systematic uncertainty of this background. The data region used to count $^{206}\text{Pb}$ sidewall events is defined by

- $-0.05 < \text{yield (yTNF)} < 0.2$
- S1, S2 charge consistent with noise $(cQouter\_LT\_1, cQouter\_LT\_2)$
- $15 \text{ keV} < \text{recoil energy (precoiltNF)} < 90 \text{ keV}$

For surface events on the top and bottom surfaces, events are counted in the region

- $-0.05 < \text{yield (yTNF)} < 0.2$
- NOT S1, S2 charge consistent with noise $(cQouter\_LT\_1, cQouter\_LT\_2)$
- $15 \text{ keV} < \text{recoil energy (precoiltNF)} < 90 \text{ keV}$

The alpha method and the low-yield counting have a systematic discrepancy, which we absorb as a systematic error described in Section 5.9.

**Neutrons**

The neutron background consists of two components: radiogenic and cosmogenic. Both were reestimated using Geant4-based simulations and a methodology used for the CDMS II experiment. The radiogenic component was estimated by fitting for the contamination levels of various passive materials in the experiment using the energy spectrum of gammas at above 10 keV. Fits were performed for the contamination levels of the $^{232}\text{Th}$ and $^{238}\text{U}$ chains, as well as $^{60}\text{Co}$ and $^{40}\text{K}$. The resulting radiogenic neutron background from these contaminants, summed across detectors and
Figure 5-24: Qouter alphas (sidewall events) in high-energy Run 133 WIMP-search data. Red events are in the alpha selection region, while blue events are events outside the selection region. Note that the nominal alpha energy of 5.3 MeV recoil energy is reduced to \( \sim 5 \) MeV total phonon energy because of TES saturation.
correcting for WIMP acceptance, is $(1.417 \pm 0.002(stat) \pm 0.053(syst)) \times 10^{-2}$. The cosmogenic background estimate is based on simulations of cosmic rays through the Soudan cavern. The estimate for this background is slightly larger, but still small compared to the other backgrounds $0.08 \pm 0.13$.

### 5.7.2 Detector Pulse Simulation

One of the important novelties of this analysis compared with the CDMS II analyses is the use of a pulse simulation as a kind of crude detector model that allows us to map Geant4 Monte Carlo simulations of the background physics directly into quantities that we actually measure in the analysis. We identify regions at high energies where background events can be sampled relatively cleanly. These high-energy events have excellent signal-to-noise, and so can be treated approximately as noiseless templates, which can be scaled down to the 0-10 keVnr energy range of interest and summed with random noise traces to form simulated background events. These simulated traces are then processed through the same data pipeline as standard CDMS data.

Because the high-energy template events do contain noise, it is important that they are chosen from energies high enough that the resulting template-plus-random does not have significantly worse resolution than real data. In practice, this requirement is not very restrictive. If typical data has a baseline noise $n$, and we scale our template by a factor $f$, then the noise of the template-plus-random simply adds in quadrature

$$ n_{\text{sum}} = \sqrt{(fn)^2 + n^2} = n\sqrt{f^2 + 1}. $$

(5.12)

If we scale pulses by a factor of $1/3$, the resolution bias is only 5%.

There are many reasons to be skeptical of this simplistic approach, but the key reason that it works well for this analysis is that the signal-to-noise in the signal region is relatively poor. The distribution of the phonon partition variables is therefore mostly driven by resolution effects instead of detector physics effects. Even if the detector physics effects are only approximately captured by the pulse simulation, the difference would only be detectable with very high statistics. Here we discuss the construction of the pulse simulation used in this analysis, deferring further study and refinements of the model to the post-unblinding discussion in Chapter 6.

Each of the backgrounds described in Section 5.7.1 produce interactions that look different in the detector. We model this in the pulse simulation by lumping the backgrounds into six different categories each using a different template selection. The template categories are summarized in Table 5.9 and described in detail in the sections below.

#### Gammas

Templates for the gamma background are taken from Ba calibration. A random sample of events of 1000 events near 100 keV total phonon energy (43 keVee) are

---

4The high-threshold analysis of SuperCDMS data would therefore have a much harder time using this approach with success.
<table>
<thead>
<tr>
<th>Template Source</th>
<th>Background Type</th>
</tr>
</thead>
<tbody>
<tr>
<td>single-scatter $^{133}$Ba calibration</td>
<td>gammas</td>
</tr>
<tr>
<td>K-shell activation in WIMP-search</td>
<td>L-shell activation</td>
</tr>
<tr>
<td>Qouter mid-yield in WIMP-search</td>
<td>$^{210}$Pb from housing</td>
</tr>
<tr>
<td></td>
<td>$^{210}$Bi from housing</td>
</tr>
<tr>
<td>Outer low-yield in WIMP-search</td>
<td>$^{206}$Pb from housing</td>
</tr>
<tr>
<td>Qinner asymmetric mid-yield in WIMP-search</td>
<td>$^{210}$Pb on top and bottom</td>
</tr>
<tr>
<td></td>
<td>$^{210}$Bi on top and bottom</td>
</tr>
<tr>
<td>Outer asymmetric low-yield in WIMP-search</td>
<td>$^{206}$Pb on top and bottom</td>
</tr>
</tbody>
</table>

Table 5.9: Source of templates used to simulate each of the background event types included in the physics simulations described in Section 5.7.1

Figure 5-25: Typical 100 keV phonon (top) and charge (bottom) traces from Ba data used for gamma pulse simulation.
selected to be used as templates. Figure 5-25 shows the typical phonon pulses and charge pulses from an event of this energy, with generally excellent signal-to-noise (recall $\sigma_{pt} \sim 0.2 - 0.4$ eV). Only basic quality cuts are applied, so gammas as well as a small number of ejected electron that populate the yield region below the ER band are included. The ratio of yield~1-events to low-yield surface events may differ between low energies and the energy region of interest. We do not correct for this potential difference. There also may be a difference in the spatial distribution of events between Ba data and low-background gammas. The main $^{133}$Ba line is at 356 keV where the attenuation length in Ge is about 2 cm, while a significant fraction of gammas from the radiogenic backgrounds have few-MeV energies where the attenuation length is 4-5 cm.

L-shell Lines

The templates for the L-shell lines are taken from the K-shell events near 10 keVee. These events have total phonon energy near 25 keV, which still represents a total signal-to-noise of 100. Although the activation line events are also electron recoils due to photons, like the gamma events above, the spatial distribution of the two event categories is significantly different. The activation line events are highly uniform throughout the detector because the electron capture isotopes are produced by neutrons and cosmic rays that have long path length in the detectors. In contrast, radiogenic gammas are more likely to interact in the outer surfaces of the detector. Events are selected in a narrow window around 10.4 keV in the recoil energy estimator precoiltNF.

$^{210}$Pb Backgrounds

Features characteristic of the $^{210}$Pb backgrounds are visible in WIMP-search data above 20 keV, particularly when the charge channels are used to select events interacting near the detector surfaces. Figure 5-26 shows WIMP-search data from near the detector surfaces, clearly showing the $^{206}$Pb band at low-yield as well as a broad band of electron and photon surface events from the other stages in the decay chain. Template events are then The decay products of $^{210}$Pb are simulated using four different types of templates to account for spatial variation and differences in ionization yield. The first two categories consist of events from decays that occur in the copper housings of the detector, while the second two categories consist of events that interact with the top and bottom faces of the detector. Because the charge information provides highly efficient tagging above 5 keVee of events near the sidewalls and events on the top and bottom surface, we use this charge information to divide template candidates into disjoint “Qouter” and “Qinner” samples depending on whether they have charge signal consistent with a sidewall event or a face surface event. Within each charge classification, potential templates are split into a high-yield sample and a low-yield sample. The betas and gammas that result from the decays of $^{210}$Pb and $^{210}$Bi are electron recoils and therefore are expected to have higher ionization than the nuclear recoils induced by the $^{206}$Pb nucleus.
Figure 5-26: Events selected as templates for the pulse simulation on $^{210}$Pb background on T1Z1. Top panel shows “Qouter” events that have a charge signal consistent with an interaction in the outer radial surface of the detector, while bottom panel shows “Qinner events that have charge consistent with an interaction in the top or bottom surface of the detector. Green events are selected as templates for betas, while purple events are selected a templates for $^{206}$Pb nuclei.
• **Qouter mid-yield (decay products of $^{210}$Pb and $^{210}$Bi):** These events consist primarily of electrons (betas and conversion electrons) and low-energy gammas which do not penetrate deeply into the detector and therefore have reduced ionization yield. To select these templates, we first require that the charge energy on the inner ionization electrodes be consistent with no signal (cQout1_v53_LT and cQout2_v53_LT). We then require that the events lie in the ionization yield ($y_{TNF}$) range of 0.2 to 0.8. While this range is chosen somewhat arbitrarily, we can identify fairly clearly the beta-decay spectrum from $^{210}$Pb decay in the top panel of Figure 5-26 below about 40 keV, due to the high density of points. Our ionization yield acceptance range roughly covers the yields where the betas are found, suggesting that it should do a reasonable job selecting electrons.

• **Qouter low-yield ($^{206}$Pb nuclei):** These events have the same Qouter selection criteria as the betas, but have a lower ionization yield requirement of between -0.05 and 0.2. This is chosen because it very clearly brackets the low-yield band of $^{206}$Pb nuclei visible in Figure 5-26. This band is immediately identifiable by its 103 keV endpoint.

• **Qinner mid-yield (decay products of $^{210}$Pb and $^{210}$Bi):** The Qinner surface events are selected by first requiring that they fail the Qouter selection (NOT cQout1_v53_LT and cQout2_v53_LT) to enforce that the Qinner and Qouter templates are drawn from disjoint populations. Next, we require that the templates be surface events by looking for asymmetric charge collection. The energy measured on one of the inner charge electrodes, side 1 ($q_{1OF}$) or side 2 ($q_{2OF}$), must be between -1 keV and +1 keV. In addition, the event must have charge signal consistent with noise on the two outer charge electrodes (cQin1_v53_LT and cQin2_v53_LT). The mid-yield templates are chosen from a yield range of 0.3 to 0.85 and a recoil energy range of 40 keV to 150 keV. A higher range is used for the Qinner template selection than for the Qouter templates because the charge collection on the top and bottom surfaces near the electrodes is better than near the detector sidewall.

• **Qinner low-yield ($^{206}$Pb nuclei):** There are very few $^{206}$Pb nuclei visible in the data. On several detectors, there are zero events above 40 keV that can reasonably be attributed to $^{206}$Pb. In addition, one can see from Figure 5-23 that the total $^{206}$Pb background on the detector faces is expected to be $\sim 1\%$ of the total $^{210}$Pb background. Because of the difficulties in doing a data-driven pulse simulation with a rare background, we neglect this background source.

### 5.8 WIMP Consistency Requirements

Before constructing selection criteria to optimize the sensitivity of the analysis, we first define criteria to enforce that the events that we do accept into the signal region at least have characteristics that are consistent with nuclear recoils. These
WIMP consistency requirements are intended to have high efficiency, but remove events that are far away from the main nuclear recoil distribution. We define consistency cuts on all of the variables that are used by the final discrimination cuts described in Section 5.9: ionization ($q_{\text{meanOF}}$) and total phonon energy ($p_{\text{NF}}$), radial phonon partition ($p_{\text{partOF}}$), and $z$ phonon partition ($p_{\text{zpartOF}}$). We also require that WIMP candidates be single-scatters, meaning that only one detector is above a phonon threshold.

- **±3σ nuclear recoil band:** ($c_{\text{NR}_{q_{\text{mean}}3\sigma_v53_{LT}}}$) The nuclear recoil band is shown in Figure 5-18. The band is defined by dividing the $^{252}$Cf calibration data into bins of total phonon energy and then fitting the charge energy distribution in each phonon energy bin to a gaussian functional form. The ±3σ quantiles are fit, as a function of total phonon energy to a functional form, defining the edges of the nuclear recoil band.

- **Phonon partition consistency:** ($c_{\text{Consistency}_v53_{LT}}$) This requirement simply removes extreme outliers in both $p_{\text{partOF}}$ and $p_{\text{zpartOF}}$. It is defined to remove the most extreme 1% of events in both the positive and negative directions for both variables, for $^{252}$Cf data that has been reweighted to match the energy spectrum of a 5 GeV/$c^2$WIMP.

- **Single-scatter:** ($c_{\text{PmultTight}_v53_{LT}}$) This requirement removes events in which multiple detectors are above their respective phonon thresholds. Phonon thresholds are defined as function of time so that the WIMP acceptance is 99%.

### 5.9 Discrimination Algorithms

We lastly define a set of discrimination cuts that are tuned to optimize the expected sensitivity of the analysis by separating signal from background. Three different discrimination strategies, in increasing level of complexity, were designed: a partially-optimized cut-based analysis, a fully-optimized cut-based analysis, and a boosted-decision tree (BDT). For the sake of brevity and because of its significantly worse sensitivity, the partially-optimized analysis is not described here.

Both the fully-optimized cut based analysis (hereafter called “cut-based analysis”) and the BDT use four discriminator variables to separate signal and background

- ionization energy ($q_{\text{meanOF}}$)
- total phonon energy ($p_{\text{NF}}$)
- radial phonon partition ($p_{\text{partOF}}$)
- $z$-phonon partition ($p_{\text{zpartOF}}$)

The first two variables together provide an effective way of separating the WIMP signal from the gamma background in the electron recoil band. The second variable can discriminate sidewall events, and the third variable can discriminate top/bottom
surface events at low energies. Additional variables were not included because of concerns about the robustness of the background modeling in high-dimensional spaces. Significant background mismodeling could cause the discrimination algorithms to become overly sensitive to regions of parameter space in which the background model was unreliable.

Both the cut-based algorithms and the BDT are optimized in order to provide the best expected sensitivity of the final analysis. Before unblinding, the optimal interval method [89] was chosen as the default limit-setting method. The optimal interval method sets an upper limit on the WIMP-nucleon cross section using data from the energy interval that provides the best upper limit, including the proper statistical penalty for the freedom to choose the most constraining interval. Estimating the sensitivity of a proposed cut ensemble with the optimal interval method is numerically expensive: Monte Carlo realizations of the energy spectrum must first be generated, and then the optimal interval limit must be calculated for each in order to get the mean or median upper limit. When numerically optimizing a cut location, this procedure must furthermore be repeated many times. Instead of finding the cut ensemble that minimizes the expected optimal interval upper limit, we minimize the expected 90% CL upper limit for a Poisson counting experiment.

If a particular realization of the experiment observes \( N \) total events, then the 90% CL Poisson upper limit on the mean number of events is \( \mu_{90}(N) \) such that

\[
0.1 = \sum_{n=0}^{N} P(\mu_{90}; n) = \sum_{n=0}^{N} \frac{\mu_{90}^n e^{-\mu_{90}}}{n!}. \tag{5.13}
\]

If we expect a rate \( \mu_{bg} \) of background events passing a trial cut ensemble, we can compute the corresponding expected 90% CL upper limit \( \bar{\mu}_{90}(\mu_{bg}) \) with the relation

\[
\bar{\mu}_{90}(\mu_{bg}) = \sum_{n=0}^{\infty} \mu_{90}(n) P(\mu_{bg}; n). \tag{5.14}
\]

The corresponding upper limit on the cross section is then just

\[
\sigma_{90} = \frac{\mu_{90}}{\mu_{-42}(\{K_i\}, \epsilon(E))} 10^{-42} \text{ cm}^2 \tag{5.15}
\]

where \( \mu_{-42}(K_i, \epsilon(E)) \) is the number of expected events from a WIMP with cross section \( 10^{-42} \text{ cm}^2 \), given a particular choice of cuts \( K_i \) with an efficiency \( \epsilon(E) \). Because the Poisson distribution is numerically cheap to evaluate and the values of \( \mu_{90}(n) \) in equation [5.13] can be tabulated for reasonably small values of \( n \), calculating the expected upper limit from the Poisson distribution is much faster than using the optimal interval method.

At a single WIMP mass, the Poisson optimization method should produce a similar optimal cut ensemble as a optimal interval method. Cuts optimized with the optimal interval method will result in a background distribution that, on average, will set limits using a preferred energy interval with maximal sensitivity. If data in this
energy interval tends to produce optimal sensitivity, then it will also tend to give
the best Poisson upper limits. Even though the numerical values of the Poisson and
optimal interval methods may be different, the energy range with the best sensitivity
is the same in both cases.

5.9.1 Signal Model

We construct a model of the signal from Cf calibration data for use in optimizing the
discrimination selection criteria. We first apply some standard data quality cuts to
the calibration data and then apply the nuclear recoil band to isolate a high-efficiency
(unbiased) but quite pure sample of nuclear recoils. The Cf nuclear recoils are then
reweighted in energy energy bins in order to match the spectrum expected for WIMPs
at each optimization mass, correcting for the efficiency of the selection criteria.

The Cf data used passed the same data quality requirements as typical WIMP-
search data and were required to trigger the experiment (cTriggeredEvent_v53_LT).
Events were also required to pass the ionization fiducial volume (cQin1_v53_LT
and cQisym_v53_LT), $3\sigma$ nuclear recoil band (cNR_qimean_3sig_v53_LT),
and phonon partition consistency requirements (cConsistency_v53_LT). Both single
and multiple scatters were used, since the distinction does not affect the efficiency of
requirements on a single detector.

For a given optimization WIMP mass $M$, each event $i$ in the Cf data is given a
weight

$$w_i = f_{ij} \times \frac{dR}{dE_{pt}}(E_{pt}^i; M) \times \epsilon(E_{pt}^i).$$

(5.16)

The data are binned in total phonon energy $E_{pt}$ so that an event in energy bin $j$ is
weighted by the reciprocal of the number of events in this bin, $f_{ij} = 1/N_j$ in order
to transform the Cf energy distribution into a uniform distribution. The weights are then
multiplied by the WIMP rate as a function of total phonon energy $dR/dE_{pt}(E_{pt}^i; M)$
for a reference WIMP-nucleon cross section, in order to reproduce the WIMP energy
spectrum. Finally, the weights are multiplied by the nuclear recoil acceptance as
a function of energy for all cuts that are applied to the real data before the final
discrimination cuts. Figure 5-27 shows the application of successive stages of the
rewighting procedure.

5.9.2 Cut-Based Algorithm

The cut-based discrimination algorithm uses linear cuts in three discriminator vari-
ables, set in bins of total phonon energy ($ptNF$). The discriminators used are the
distance in charge energy ($qimeanOF$) from the mean of the nuclear recoil band, the
radial phonon partition, and the $z$ phonon partition. The cuts in all energy bins and
all discriminator variables are numerically optimized simultaneously to produce the
minimum expected upper limit based on the background model. Cuts are optimized
for 5, 7, 10, and 15 GeV WIMPs separately for each detector.

While data would ideally be binned in energy as finely as possible, this is limited
in practice by the difficulty of numerically minimizing the expected upper limit over
Figure 5-27: Left panel shows typical energy spectrum of Cf data (T2Z1) after quality and trigger selection criteria before reweighing (blue) and after reweighing to a uniform distribution (green). Right panel shows the data after applying weights to match a 10 GeV WIMP spectrum (red), correct for quality cut efficiency (blue), trigger and analysis threshold efficiencies (green), charge fiducial volume efficiency (purple), 3σ nuclear recoil band efficiency (orange), and phonon partition consistency requirements (yellow). Both panels are pdfs, so units on vertical axis are arbitrary.

a large number cuts values. After testing a range of different binning configurations and numerical minimizers for this specific problem, we determined that we could reliably minimize the expected upper limit over approximately 25 cut positions using the “interior-point” algorithm implemented by the \texttt{fmincon} routine in MATLAB \cite{90}. The Nelder-Mead simplex algorithm \cite{91} and stochastic optimization techniques (e.g. simulated annealing \cite{92}) were also tested, but they tended to be either slower or less robust. Different binning configurations were chosen for each WIMP mass in order to match the endpoint and steepness of the energy spectrum.

The Cf data tends to have a small enough number of events in each energy bin that statistical fluctuations become important. In some regions of the background parameter space, the statistics are also poor. These problems are especially severe for the optimization of the 5 GeV cut since the majority of events above threshold would be below 5 keV, reducing the number of statistics available in the signal and background model. Statistical fluctuations in the signal and background models produce kinks in the sensitivity function that causes the numerical minimizer to easily become trapped in local minima. To alleviate this problem, we use a weighted 3-dimensional kernel density estimate (KDE) to model the discrimination variables in each energy bin \cite{93,94}. The KDE uses a 3-dimensional gaussian kernel function

\[
\mathcal{K}(\mathbf{x}) = \frac{1}{(2\pi)^{3/2}} \exp\left(-\frac{\mathbf{x}^T \mathbf{x}}{2}\right).
\]
Because each of the events used in the KDE has a different weight \( w_i \) applied in order to correctly reproduce the signal and background distribution shapes, we also must apply these weights in the KDE sums. Finally, we must specify the bandwidth of the kernel in our KDE. The covariance matrix for a 3-dimensional gaussian has 6 degrees of freedom that must be specified. To simplify the bandwidth estimation, we assume a diagonal covariance matrix. After these modifications, the KDE of the signal or background distributions takes the form

\[
\hat{f}(x; \{d^i\}) = \frac{1}{\sqrt{\det \Sigma}} \mathcal{K}(\Sigma^{-1/2}(x - d^i)) \quad \text{(5.18)}
\]

\[
= \sum_{i=1}^{N_{\text{data}}} w^i \frac{1}{\sigma_1 \sigma_2 \sigma_3} k\left(\frac{x_1 - d_1^i}{\sigma_1}\right) k\left(\frac{x_2 - d_2^i}{\sigma_2}\right) k\left(\frac{x_3 - d_3^i}{\sigma_3}\right), \quad \text{(5.19)}
\]

where the \( \{d^i\} \) are the data coordinates, and the \( \sigma_i \) are the bandwidths for the three observables of the KDE, and the function

\[
k(x) = \frac{1}{\sqrt{2\pi}} \exp\left(-\frac{x^2}{2}\right) \quad \text{(5.20)}
\]

is the unit gaussian.

Optimization of the bandwidths \( \sigma_1, \sigma_2, \) and \( \sigma_3 \) is the main challenge of KDE techniques, particularly in dimensions higher than two, where the full distribution cannot be visualized. We test two common bandwidth choices: Silverman’s rule of thumb \[95\] and maximum-likelihood cross-validation (MLCV) \[93\]. Figures 5-28 and 5-29 show the 1- and 2-dimensional projections of the full KDE, overlaid with a (weighted) random sample of the underlying data. There is good agreement between the data and KDE, and it is apparent that the two bandwidth optimization methods give very similar results. We use the Silverman method because it is much faster to compute.

\[ ^5 \text{Silverman’s rule of thumb is the following prescription for the bandwidth} \]

\[
\sigma = \left(\frac{4}{3n}\right)^{1/5} \sqrt{\text{var} \, x}, \quad \text{(5.21)}
\]

where \( n \) is the number of points, and \( \text{var} \, x \) is the variance of the variable \( x \). This choice turns out to be optimal in the case that the data is drawn from a normal pdf, and it tends to perform well for distributions that are approximately gaussian. MLCV treats bandwidth selection as a parameter-estimation problem, by maximizing the likelihood that each data point is drawn from a KDE constructed of all the other points. In the case of univariate data, the MLCV bandwidth is found by maximizing the likelihood function

\[
\mathcal{L}(\sigma) = \frac{1}{(n-1)\sigma} \prod_{i=1}^{n} \sum_{j=1, i\neq j}^{n} k\left(\frac{x_i - x_j}{\sigma}\right). \quad \text{(5.22)}
\]

Because we have assumed a diagonal form for the covariance matrix of the kernel function, the bandwidth can be estimated for each 1-dimensional distribution independently.
Figure 5-28: Projections of signal model KDE in the bin of 3-4 keV total phonon energy on T2Z1. Colored lines on 2-dimensional projections are lines of constant density of the KDE using the Silverman bandwidth. Both the Silverman and MLCV bandwidth estimates are shown to provide very similar results in the 1-dimensional projections.
Figure 5-29: Same as Figure 5-28, except for the total background model of T2Z1 in the bin of 3-4 keV total phonon energy.
In each energy bin of each observable, we define an acceptance region \([a, b]\). The endpoints \(a, b\) are the free cut parameters that we vary to optimize the sensitivity. For computational efficiency, the acceptance region for \(prpartOF\) has its lower endpoint fixed to zero (\([0, b]\)) because we expect all backgrounds to have higher values of \(prpartOF\) than the Cf calibration data. The total signal acceptance in energy bin \(j\) is therefore just the integral of the Cf KDE

\[
\epsilon^j = \int_{a_1}^{b_1} \int_{a_2}^{b_2} \int_{a_3}^{b_3} dx_1 dx_2 dx_3 \hat{f}(x; \{d_1^i\}) \\
= \sum_{i=1}^{N_{bin, j}} \frac{1}{\sigma_1 \sigma_2 \sigma_3} \int_{a_1}^{b_1} dx_1 k \left( \frac{x_1 - d_1^i}{\sigma_1} \right) \\
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Figure 5-30: Example of optimized cut boundaries as a function of total phonon energy on T4Z3 from cut-based discrimination algorithm. Red points are samples from the weighted background simulation, green points are samples from the Cf-based signal model, and blue line is the cut boundary as a function of the total phonon energy. Panels show (left to right) charge energy distance from NR band mean, radial phonon partition, and $z$ phonon partition.

Figure 5-31: Example of optimized cut boundaries in bin of 4-6 keV total phonon energy on T4Z3 from cut-based discrimination algorithm. Red points are samples from the weighted background simulation, green points are samples from the Cf-based signal model, and black dashed box is the cut acceptance region. Panels show (left to right) charge energy distance from NR band mean vs. radial phonon partition, $z$ phonon partition vs. radial phonon partition, and $z$ phonon partition vs. charge energy distance from NR band mean.
5.9.3 Boosted Decision Tree

The multivariate analysis method based on boosted decision trees (BDTs) is a powerful algorithm for classifying events into signal and background categories that is widely used in high-energy physics (see [96] for a pedagogical review). BDTs have several features that are attractive for physics analyses. They can combine a large number of weak classifiers into a single strong discriminator that determines the extent to which an event is signal-like or background-like. They are non-parametric, in the sense that the BDT algorithm does not assume an underlying distribution of the data or require tedious preconditioning of the training data. And they are generally easy to train with good performance, given sufficient training data.

A decision tree is a series of binary decision criteria, which determine whether to classify an event as either signal or background. Let the training data for the tree be \( \{ S_i \} \) with weights \( \{ s_i \} \) for signal and \( \{ B_i \} \) with weights \( \{ b_i \} \) for background, each containing some input variables \((x^1, ..., x^n)\). The training of the tree proceeds as follows. For each input variable, find the value of the variable that provides the best separation between the signal and background training samples. Then find the variable whose splitting value gives the best separation. Assign the chosen splitting value to that node of the tree. Split the training samples according to the splitting criteria, and repeat the procedure on the subsamples. If the separation cannot be improved by splitting at a given node, or if the node satisfies some stopping condition, then do not perform any split at that node, and call it a terminal node or leaf. This process continues until all open nodes are declared leaves. Various stopping conditions are possible, but decision trees commonly use depth as a stopping condition; that is, the maximum number of nodes that can be traced from top to bottom in the tree.

To apply a decision tree to an event \( x \), we simply following the splitting values in each node to determine to which leaf to assign the event. One the leaf is determined, there are a variety of choices for what numerical value to assign to the event. Most often, the value assigned is the purity \( p = \frac{\sum_i s_{n(i)} / (\sum_i s_{n(i)} + \sum_i b_{n(i)})}{(\sum_i s_{n(i)} + \sum_i b_{n(i)})} \)—the sum of the signal weights in the leaf divided by the total sum of the weights—or simply a value of +1 if \( p > 1/2 \) (signal-like) or -1 if \( p < 1/2 \) (background-like).

Not surprisingly, simple decision trees have a variety of problems. The most significant drawback of decision trees is that they are unstable: small changes in training data can produce large changes in the tree structure and output. For this reason, they tend to have poor predictive performance [97]. Boosting is a way of combining multiple weak decision trees in order to improve the stability and predictive power of the output [98]. The process of boosting always involves training an ensemble of trees and taking the output to be a weighted average of the outputs of the individual trees

\[
F(x) = \sum_{n=1}^{N_{\text{trees}}} \alpha_n T_n(x). \tag{5.28}
\]

The most common algorithm for generating the weights is known as AdaBoost [99]. A formal description of the algorithm can be found in the references, but training proceeds in the following qualitative manner. After the first decision tree is trained,
the weights \( \{s_i\} \) and \( \{b_i\} \) of the training events that are misclassified by the first tree are increased. Next, another tree is trained on the reweighed training sample. Additional trees are trained in this manner until the desired number of trees is reached. The weight \( \alpha_n \) that is assigned to each tree is related to its total misclassification rate, so that trees with the lowest misclassification rate receive the highest weight in the sum. The power of this algorithm is that, for a wide class of problems, even if each tree has a relatively high misclassification rate, the ensemble can provide excellent separation between signal and background.

**BDT Construction**

Once weighted signal and background Monte Carlo samples are available, it is straightforward to train multivariate classifiers such as BDTs using the TMVA package within ROOT [100]. Similar to the cut-based analysis, we use four input variables: charge energy (\( q_{\text{imeanOF}} \)), total phonon energy (\( p_{\text{hNF}} \)), radial phonon partition (\( p_{\text{rpartOF}} \)), and \( z \) phonon partition (\( p_{z\text{partOF}} \)). Figure 5-32 shows an example of the input distributions to the BDT.

The signal and background distributions are split into two equally-sized “test” and “training” samples. The BDTs are trained using the training samples and the background estimates are made on the test samples. The split is made in order to mitigate against bias from overtraining. A classifier is said to be overtrained when it performs very well on the specific realization of signal and background to which it was trained, but fails to perform well on other realizations of the background. Even if the BDT is only moderately overtrained, background estimates could be biased too low if they are measured with the sample used to train the data.

To limit the amount of overtraining, the number of trees trained and the depth of each tree is adjusted. The misclassification rate of additional trees generally levels off, so there is little reason to add an arbitrary number of trees. Deeper trees are able to partition the space into a finer arrangement of hypercubes, providing better discrimination, at the cost of potential overtraining. The Kolmogorov-Smirnov (KS) test statistic between the BDT response of the test and training samples is used as a diagnostic of the degree of overtraining [101]. To achieve KS \( p \)-values in the range of 0.01 to 0.2, the number of trees needed for each detector is generally between 400 and 1000 and the maximum depth of each tree is between 3 and 5.

The trained trees can be evaluated on the test sample and give rise to distributions such as those in Figure 5-33 showing separation between signal and background that is much better than the separation in any one of the individual input variables in Figure 5-32. The discrimination is clearly not perfect, and much of this remaining degeneracy is a consequence of the fact that the signal and background distributions are truly degenerate in some regions of the input variable parameter space. One might wonder why only four variables are included in the BDT, given that BDTs can easily be trained on a much larger number of input variables without much computational

---

\(^6\)Julien Billard deserves tremendous credit here for actually performing the tedious training of the BDTs, cross-checking the output, introducing me to TMVA, and most of all for being the one to advocate using BDTs once it became clear that we had a suitably advanced background model.
Figure 5-32: Input variables to the boosted decision tree for signal model (blue) and background model (red), on detector T2Z2. The signal model has been weighted to represent a 10 GeV WIMP. (Courtesy of Julien Billard)
overhead. While it is true that significantly better discrimination may be achievable
with more input variables, it is unclear whether the background model would be
able to accurately describe many of the other pulse shape analysis parameters, such
as rise-time quantities, that can be affected by local saturation. The decision was
therefore made to focus on a small set of variables that the background model was
likely to model accurately.

Although we do not have calibration data for the crucial sidewall $^{210}$Pb back-
grounds, we can get a crude sense of the reliability of the background modeling by
comparing the BDT output distribution of the post-Cf data to the BDT output of
the background model. The cdfs of these distributions are shown in Figure 5-34 for
the BDT optimized to a 10 GeV WIMP. While the agreement is not perfect, it is
reasonable, given the statistical limitations of the post-Cf dataset. This agreement
is a powerful test of the background model because is addressing whether the data
and background model agree in the regions of parameter space that have the most
discrimination between signal and background.

We perform a simple cut-and-count analysis on the BDT output, so the BDT
cut position must be optimized for each detector. This is done by minimizing the
expected 90% C.L. upper limit, as in the cut-based approach. Unlike the cut-based
approach, there is only 1 cut position for each detector, so it is computationally
possible to adjust all cuts simultaneously to optimize the sensitivity. The sensitivity
parameter as a function of cut position is shown in Figure 5-35. The sensitivity
improves significantly as the cut position moves in the positive direction past the
majority of the background. As the cut position continues to move in the positive
direction, the sensitivity begins to slowly degrade because of a loss of acceptance.

5.10 Background Estimates and Systematics

After fixing the discrimination cuts that define the signal region, we perform estimate
the background and its systematic uncertainty in this region. We discuss four main
sources of systematic uncertainty in this section: the statistical uncertainty in the
normalization of each of the background components, as discussed in Section 5.7.1,
the systematic difference between the normalization methods for the $^{210}$Pb back-
ground, the uncertainty in the low-energy yield of sidewall betas, the effect of finite
Monte Carlo statistics. These systematic uncertainties are not always gaussian, so we
combine them by Monte Carlo simulation to derive the final background estimate.

5.10.1 Statistical Uncertainty from Background Normaliza-
tions

In all cases, there are a sufficient number of events in the normalization region of each
background that the gaussian approximation to Poisson statistics is valid. Table 5.10
summarizes the relative uncertainty from all backgrounds on all detectors, which
are combined by Monte Carlo simulation. Uncertainties from L-shell lines, gammas,
Qouter surface events, and Qinner surface events are mutually uncorrelated because
Figure 5-33: Pdfs of BDT output trained on a 10 GeV WIMP. Blue distributions show the signal model, red distributions show the background model, and black distributions show data from the open post-Cf period. Dashed line shows cut values (accepting data to the right) that optimize the expected 90% C.L. upper limit for each detector individually. (Courtesy of Julien Billard)
Figure 5-34: Cdfs of BDT output trained on a 10 GeV WIMP. Blue lines show the signal model, red lines show the background model, and black lines show data from the open post-Cf period. Dashed line shows cut values (accepting data to the right) that optimize the expected 90% C.L. upper limit for each detector individually. (Courtesy of Julien Billard)
Figure 5-35: Sensitivity parameter function along axis of BDT cut position in each detector. Black lines show the sensitivity function, blue dashed lines show the optimal cut positions on each detector, while red dashed lines show the cut positions when the optimization is performed on each detector individually. The simultaneous cut tends to favor a harsher cut on all detectors, but the exact magnitude depends on the overall discrimination power of each detector. (Courtesy of Julien Billard)
their normalizations are computed on independent samples. The uncertainties on the subcomponents of the Qouter surface events and Qinner surface events have perfect correlation because each of these two groups of backgrounds are normalized using a single sideband component.

### 5.10.2 \(^{210}\)Pb Normalization

It would be ideal to estimate the performance of these two methods on data from a calibration source, such as a detector housing implanted with a large amount of \(^{210}\)Pb. Since such a source was not tested before Run 133, we have no alternative but to absorb the difference between the two background estimates as a systematic uncertainty. This systematic is treated in the following manner. The background model is first normalized using the low-yield counting method, for simplicity. The systematic uncertainty takes the form of a correction factor \(f\) to the low-yield counting method. The normalizations from the low-yield counting method and the alpha counting method each have an associated uncertainty from Poisson statistics. The pdf of the systematic uncertainty of \(f\) is taken to be a uniform distribution between the value for the alpha counting method and the value for the low-yield counting method. The statistical and systematic uncertainties are convolved by Monte Carlo simulation to generate the final pdf for the \(^{210}\)Pb chain normalization uncertainty, as shown in Figure 5-24 and Table ???. This uncertainty applies equally to each of the three components of this background model.

Given the very large systematic uncertainty in the \(^{210}\)Pb chain background normalization, it is natural to wonder whether any of the gamma or conversion electron lines or the \(^{206}\)Pb endpoint could be used to provide a better calibration for the overall normalization. These possibilities were not explored for this first analysis of SuperCDMS data, but are discussed in considerably more detail in Section ???.

<table>
<thead>
<tr>
<th>Detector</th>
<th>L-shell</th>
<th>gamma</th>
<th>(^{210})Pb Qout</th>
<th>(^{210})Bi Qout</th>
<th>(^{206})Pb Qin</th>
<th>(^{210})Pb Qin</th>
<th>(^{210})Bi Qin</th>
</tr>
</thead>
<tbody>
<tr>
<td>T1Z1</td>
<td>33.6%</td>
<td>8.3%</td>
<td>4.5%</td>
<td>4.5%</td>
<td>12.5%</td>
<td>12.5%</td>
<td></td>
</tr>
<tr>
<td>T2Z1</td>
<td>28.3%</td>
<td>8.7%</td>
<td>4.6%</td>
<td>4.6%</td>
<td>13.2%</td>
<td>13.2%</td>
<td></td>
</tr>
<tr>
<td>T2Z2</td>
<td>19.3%</td>
<td>12.0%</td>
<td>8.8%</td>
<td>8.8%</td>
<td>26.7%</td>
<td>26.7%</td>
<td></td>
</tr>
<tr>
<td>T4Z2</td>
<td>16.5%</td>
<td>13.6%</td>
<td>4.4%</td>
<td>4.4%</td>
<td>22.9%</td>
<td>22.9%</td>
<td></td>
</tr>
<tr>
<td>T4Z3</td>
<td>27.9%</td>
<td>7.9%</td>
<td>4.6%</td>
<td>4.6%</td>
<td>18.0%</td>
<td>18.0%</td>
<td></td>
</tr>
<tr>
<td>T5Z2</td>
<td>21.3%</td>
<td>8.9%</td>
<td>5.0%</td>
<td>5.0%</td>
<td>33.3%</td>
<td>33.3%</td>
<td></td>
</tr>
<tr>
<td>T5Z3 (BS)</td>
<td>31.7%</td>
<td>17.7%</td>
<td>4.5%</td>
<td>4.5%</td>
<td>7.9%</td>
<td>7.9%</td>
<td></td>
</tr>
<tr>
<td>T5Z3 (AS)</td>
<td>31.4%</td>
<td>8.1%</td>
<td>4.5%</td>
<td>4.5%</td>
<td>7.9%</td>
<td>7.9%</td>
<td></td>
</tr>
</tbody>
</table>

Table 5.10: Statistical uncertainty of the normalization of each background component. Errors are taken to be gaussian.
Figure 5-36: Pdf of scale factor for $^{210}\text{Pb}$ background, incorporating systematic and statistical uncertainties. Value on the horizontal axis is the factor by which the $^{210}\text{Pb}$ background normalization is scaled, relative to the nominal value estimated from the low-yield counting method. The orange dashed line shows the average of the alpha counting and low-yield counting methods, the red distribution shows the statistical uncertainty on the average of the two methods, the blue distribution shows the assumed distribution of the systematic error on the scale factor (uniform between the two measurements), and the green distribution is the combined statistical and systematic uncertainty.
Table 5.11: Scale factor incorporating the statistical and systematic uncertainty on $^{210}\text{Pb}$ background normalization. The numerical value of the scale factor is the value by which the normalization from the low-yield method (see text) must be multiplied to incorporate the systematically different measurement from the alpha method. Uncertainties in the scale factor are the $\pm 1\sigma$ quantiles from the mean of the pdfs shown in Figure 5-36. The range of the scale factor systematic shown in the third column shows the endpoints of the blue distribution in Figure 5-36, which is the difference between the alpha method and the low-yield method.

5.10.3 Yield Shape Normalization

One of the key limitations of the detector pulse simulation is the assumption that the response of the detector is invariant in energy. Although this is a good approximation, variation with energy of the ionization yield of the backgrounds could produce very large changes in the background rate passing the charge fiducial volume. Increasing the ionization yield of surface events, for example, causes them to be much more likely to be rejected by the charge symmetry requirement. The ionization yield of surface events is known to decrease as the penetration depth into the detector decreases. Since low-energy surface events tend to penetrate less deeply, we expect a correlation between event energy and ionization yield.

Of all the backgrounds we consider, uncertainty in the ionization yield only affects betas that interact in the detector sidewall. Bulk electron recoils are known from Ba calibration data and the L-shell activation lines to have a yield of 1, even at very low energies. Templates for the $^{206}\text{Pb}$ sidewall events typically have a yield around 0.1. In the region of interest of 2-13.1 keV total phonon energy, this is low enough that $^{206}\text{Pb}$ sidewall events have negligible ionization energy. Betas from the decay of $^{210}\text{Pb}$ and $^{210}\text{Bi}$, however, stop in the outer few microns of the detector and are subject to some ionization losses. Data from surface event calibration sources on the top and bottom surfaces suggest that ionization yield losses are small on the detector faces. But there is no calibration data for sidewall betas, so we cannot actually measure this drop in yield as a function of energy. On the other hand, we do know that the low-energy beta ionization yield can neither be lower than the ionization yield assumed in the pulse simulation for $^{206}\text{Pb}$ sidewall nuclei, nor can it be greater than the ionization...
yield for high-energy betas, as we have nominally assumed in the pulse simulation. We use these two extremes to bound the systematic uncertainty from the sidewall beta yield.

To parameterize the yield uncertainty, we first compute the background under both the low-yield and high-yield hypotheses for the sidewall betas. The low-yield hypothesis produces a lower background estimate than the high-yield hypothesis because the additional charge energy under the high-yield hypothesis increases the probability of being rejected by radial charge cuts $cQin1_v53_LT$ and $cQin2_v53_LT$. The difference between these two background hypotheses is shown in Table 5.11. There are large differences across detectors, which is primarily driven by differences in threshold: detectors with lower thresholds tend to have higher sidewall event background because they are sensitive to energies with lower discrimination. We chose to parameterize the systematic uncertainty between these two background estimates with a half-gaussian distribution. The peak of the half gaussian is at the high-yield background estimate, and the $2\sigma$ point of the half gaussian is at the low-yield background estimate. While this parameterization is somewhat arbitrary, it captures following features of the background:

- it cannot be smaller than it is in the high-yield hypothesis
- it is unlikely to be much larger than in the low-yield hypothesis
- it is probably closer to the high-yield hypothesis than the low-yield one

In addition, we assume that this systematic uncertainty is perfectly correlated on all detectors. This is justified because the yield decrease is a function of electric field and charge physics at the detector surface, which should be fairly consistent across detectors.
Figure 5-37: Half gaussian distribution used to model systematic uncertainty due to yield of sidewall betas. The “high-yield” hypothesis corresponds to the background expected if the yield of low-energy sidewall betas is the same as at high energy, while the “low-yield” hypothesis corresponds to the background expected if the yield is the same as $^{206}$Pb sidewall events. The functional form of the systematic is arbitrary, but captures the essential features of our belief about the background. The systematic is assumed to be perfectly correlated on all detectors in the sense that if the background is $1\sigma$ above the high-yield hypothesis on one detector, it is $1\sigma$ above on all detectors.

5.10.4 Finite Monte Carlo Statistics

If the total number of Monte Carlo events passing the final event selection is small, then there is another systematic uncertainty due to the finite number of samples used to estimate the background. This uncertainty encodes the fact that repeated Monte Carlo simulations of the same size could produce different results because of statistical fluctuations. Although this type of systematic does not seem to be typically incorporated into physics analyses, we estimate it for completeness and because the weights for different Monte Carlo events used to estimate the background can vary significantly: even if the background is estimated with a large number of Monte Carlo events, the bulk of the background may be set by a smaller number of events with higher weights.

There is no analytic way of calculating the standard error of the background estimate based on the Monte Carlo events that lie in the selection region. One option is to use the bootstrap, which provides completely nonparametric estimates of standard errors that are comparable to maximum likelihood errors in situations where the latter can be computed [97]. In the bootstrap method, if we simulate $N$ Monte Carlo events, then we resample $N$ events from our Monte Carlo with replacement, and use the resampled data to compute a new background estimate (because we are resampling with replacement, some events will be duplicated). We repeat this procedure many times to build up a distribution of the background estimate. The bootstrap method
Table 5.13: Background by detector and coadded across detectors. Values are the median and distance to 16% and 84% quantiles.

<table>
<thead>
<tr>
<th>Detector</th>
<th>Total background</th>
</tr>
</thead>
<tbody>
<tr>
<td>T1Z1</td>
<td>0.03 − 0.01 + 0.02</td>
</tr>
<tr>
<td>T2Z1</td>
<td>1.39 − 0.22 + 0.24</td>
</tr>
<tr>
<td>T2Z2</td>
<td>1.77 − 0.31 + 0.36</td>
</tr>
<tr>
<td>T4Z2</td>
<td>0.04 − 0.02 + 0.02</td>
</tr>
<tr>
<td>T4Z3</td>
<td>1.65 − 0.30 + 0.40</td>
</tr>
<tr>
<td>T5Z2</td>
<td>1.08 − 0.26 + 0.31</td>
</tr>
<tr>
<td>T5Z3 (BS)</td>
<td>0.04 − 0.01 + 0.01</td>
</tr>
<tr>
<td>T5Z3 (AS)</td>
<td>0.09 − 0.04 + 0.05</td>
</tr>
<tr>
<td>Coadded</td>
<td>6.07 − 0.87 + 1.17</td>
</tr>
</tbody>
</table>

does not appear to be in widespread use in high-energy physics, although Ref. [102] performs detailed studies of applications similar to ours.

5.10.5 Combined Estimates

Table 5.13 shows the background estimates after combining the systematic uncertainties described above by Monte Carlo simulation. Figure 5-38 also shows the PDF of the background when coadded across all detectors. This is the estimate most relevant for the analysis because we compute limits on the coadded events and exposure.

5.11 Selection Criteria Efficiencies

The efficiency of the BDT-based discrimination cut and nuclear recoil consistency requirements is estimated based on the fraction of nuclear recoils in $^{252}$Cf calibration data that pass these requirements. The final analysis efficiency is the product of these efficiencies with the quality cut efficiency and trigger requirement efficiency, which are assumed to be uncorrelated. The raw passage rates of the $^{252}$Cf data must be corrected for several systematic differences between WIMPs and the calibration data, described below.

- **Gamma contamination:** $^{252}$Cf neutron sources produce gammas over a wide range of energies from 0-10 MeV [103]. At low energies, the number of gammas is much smaller than the neutrons, but their presence must still be accounted for. Since the electron recoil band contains a very pure sample of electron recoils, a template distribution constructed from $^{133}$Ba data is normalized in the electron recoil band and used to estimate and subtract the contamination from gammas.

- **Multiple scattering of neutrons:** Unlike WIMPs, neutrons have a reasonable probability of scattering multiple times inside a single detector. If a WIMP scatters once in the inner part of the detector and once in the outer part, it will...
Figure 5-38: Distribution of total background, coadded across all detector, in signal region due to statistical and systematic uncertainties. The blue distribution shows the statistical uncertainty from the normalization samples, green includes the systematic uncertainty from the two methods for normalizing the $^{210}$Pb chain, purple includes the systematic uncertainty from finite Monte Carlo statistics, and orange includes the systematic uncertainty of the sidewall beta yield. The median total background coadded across all detectors is $6.1 - 0.9 + 1.2$ events (median, 16% and 84% quantiles).
be rejected by the strict charge fiducial volume requirements. This \textit{geometrical} effect causes the neutron acceptance to be lower than the WIMP acceptance. This phenomenon is also convoluted with a \textit{resolution} effect: with poor resolution, we sometimes will not resolve the second scatter in the outer charge channel, so resolution acts to “damp” the bias of the geometrical effect. The method for correcting the neutron acceptance is quite complicated and was worked out by Elías Lopez Asamar.

The geometrical effect is estimated from Geant4 simulations of the $^{252}$Cf calibration source and the detector array. Events removed by the fiducial volume cuts are assumed to occur in a sub-cylinder of the detector whose size is varied until the acceptance of neutrons in the simulation matches the data. The resolution effect is a correction to the geometrical effect, which is estimated using the same pulse simulation of sidewall events employed in the background modeling.

Figure [5-39] shows both then corrected and uncorrected efficiencies of the discrimination and WIMP consistency requirements by detector. The magnitude of the correction is typically about 10\% or so, though it varies between different detectors and energies. The multiple-scattering correction procedure introduces both statistical and systematic uncertainties into the nuclear recoil acceptance. These are propagated by Monte Carlo simulation, together with the statistical uncertainties in the trigger efficiency described in Section . Because a large number of uncorrelated uncertainties are averaged together when detectors are coadded, the final uncertainty of the total acceptance is very small. Figure [5-40] shows the final acceptance as a function of total phonon energy for each stage of event selection.

\footnote{Strictly speaking, this is incorrect because oblique propagation of electrons causes the volume removed by the charge fiducial volume to be non-cylindrical near the electron collection side. Quantifying this effect truly requires the physics-based DMC simulation, a topic that was explored in some interesting early studies of the iZIP detectors by Scott Hertel (e.g. §12.2 of [41]). Nevertheless, we know from simulations that neutron interaction are highly uniform throughout the detector, so the shape of the volume used in this procedure is largely irrelevant.}
Figure 5-39: Efficiency as a function of total phonon energy of BDT discrimination cuts and WIMP consistency cuts. Dotted error bars are the raw acceptance of $^{252}$Cf calibration data with statistical errors. Solid error bars are the final acceptance, corrected for both multiple scattering of neutrons within a single detector and gammas that are present in calibration data. (Courtesy of Elías Lopez Asamar)
Figure 5-40: Cumulative efficiencies after sequential application of each stage of event selection. From top to bottom, these are data-quality criteria, trigger and analysis thresholds, preselection criteria, and BDT discrimination with 68% C.L. (stat. + syst.) uncertainty band. The preselection and BDT selection efficiencies are interpolated from measurements in 1 keV bins, though this choice of interpolation was confirmed to introduce a negligible change in the WIMP exclusion. Steps are due to time-dependent analysis thresholds for individual detectors. For illustrative purposes, the Lindhard nuclear-recoil energy is provided as an approximate nuclear-recoil energy scale.
Chapter 6

Constraints on Light WIMPs

Chapter 5 describes the data, event selection criteria, and analysis structure used to search for WIMP-induced nuclear recoils. In this chapter, we apply the analysis to the data and use the results to set constraints on the WIMP interactions, focusing on the low-mass 1-20 GeV/c² region where experimental anomalies have arisen. In the following sections we unblind the data (Section 6.1), assess the compatibility with the background model (Section 6.2), and derive constraints on the spin-independent WIMP-nucleon cross section (Section 6.3), annual modulation (Section 6.4), and study the effect of astrophysical uncertainties (Section 6.5).

6.1 Candidate Events

The unblinded WIMP-search data are shown in the plane of total phonon energy and charge energy in Figure 6-1 summed across detectors. Eleven events pass the final WIMP event selection criteria, compared to the total background expectation of $6.1 - 0.9 + 1.2$, with energies listed individually in Table 6.1. The number of candidate events is somewhat above the background expectation, although the effect is not particularly significant when Poisson fluctuations are accounted for. Just before applying the BDT discrimination cut, there are 1218 events passing the WIMP consistency requirements, compared to 1183 expected from the background model, so the overall event rate is at an expected level. The BDT alone also achieves an overall rejection of better than 1:100, which is impressive given the low energies of this analysis. The grey points in Figure 6-1 shows the basic structure expected from WIMP-search background: a strong L-shell activation line near 1.3 keVee, a zero-charge band from sidewall events rising exponentially with lower energy, and an electron recoil band at high ionization yield.

6.2 Comparison with Background Expectations

Candidate events appear to generally be high-quality physics events. The distribution of events is fairly uniform in time. One of the events on T2Z2 has a slightly unusual pulse shape that suggest that it is a glitch event, but the energy is so low (2.09 keV)
Figure 6-1: Small gray dots are all veto-anticoincident single-scatter events within the ionization-partition fiducial volume that pass the data-quality selection criteria. Large encircled shapes are the 11 candidate events. Overlapping shaded regions (from light to dark) are the 95% confidence contours expected for 5, 7, 10 and 15 GeV/c² WIMPs, after application of all selection criteria. The three highest-energy events occur on detector T5Z3, which has a shorted ionization guard. The band of events above the expected signal contours corresponds to bulk electron recoils, including the 1.3 keV activation line at a total phonon energy of ∼3 keV. High-radius events near the detector sidewalls form the wide band of events with near-zero ionization energy. For illustrative purposes, the Lindhard nuclear-recoil energy is provided as an approximate nuclear-recoil energy scale.
Table 6.1: Energies of candidate events in each detector, labeled by tower (first number) and position within tower from top to bottom (second number). Expected background is based on the model used to train the BDT and includes the estimated systematic uncertainty. Differences in expected background across detectors reflect different trigger thresholds and background event rates. Event energies are calculated using the measured mean ionization energy for nuclear recoils.

<table>
<thead>
<tr>
<th>Detector</th>
<th>Candidate energies [keV\textsubscript{nr}]</th>
<th>Expected background</th>
<th>Average 50% threshold [keV\textsubscript{nr}]</th>
</tr>
</thead>
<tbody>
<tr>
<td>T1Z1</td>
<td>—</td>
<td>0.03\textsuperscript{+0.04}_{-0.01}</td>
<td>4.6</td>
</tr>
<tr>
<td>T2Z1</td>
<td>1.7, 1.8</td>
<td>1.4\textsuperscript{+0.2}_{-0.2}</td>
<td>1.5</td>
</tr>
<tr>
<td>T2Z2</td>
<td>1.9, 2.7</td>
<td>1.8\textsuperscript{+0.4}_{-0.3}</td>
<td>1.8</td>
</tr>
<tr>
<td>T4Z2</td>
<td>—</td>
<td>0.04\textsuperscript{+0.02}_{-0.02}</td>
<td>4.7</td>
</tr>
<tr>
<td>T4Z3</td>
<td>—</td>
<td>1.7\textsuperscript{+0.4}_{-0.3}</td>
<td>1.7</td>
</tr>
<tr>
<td>T5Z2</td>
<td>1.9, 2.3, 3.0, 5.8</td>
<td>1.1\textsuperscript{+0.3}_{-0.3}</td>
<td>2.0</td>
</tr>
<tr>
<td>T5Z3</td>
<td>7.0, 7.8, 9.4</td>
<td>0.13\textsuperscript{+0.06}_{-0.04}</td>
<td>1.7</td>
</tr>
</tbody>
</table>

that we cannot make conclusive judgements. With the exception of detector T5Z3, the data is in fair agreement with the expectations of the background model. When the events in the signal region on each detector are coadded together, the p-value for the background-only rate is 0.07 when systematic uncertainties on the background model are accounted for. When the data are split by detector, the agreement remains reasonable, except on T5Z3. Figure 6-2 shows the observed background on each detector, compared with the predictions of the model. The observation is obviously in excellent agreement on the T1, T2, and T4 detectors. While the T5Z2 rate is somewhat higher than expected (1.1\textsuperscript{+0.3}_{-0.3} versus 4 observed), the p-value of 0.033 for this observation is not unreasonable low. This value is much higher when we account for the fact that there is more than one detector in the analysis, also known as the trials factor. For an analysis with M detectors the probability of observing a p-value at least as extreme as p\textsubscript{0} on one or more detectors is p' = 1 - (1 - p\textsubscript{0})\textsuperscript{M}. The p-value for T5Z2 is 0.18 when corrected for the trials factor of the 6 detectors besides T5Z3, on which we expect the background model to be reliable.

The situation on T5Z3 is considerably more complicated than the other detectors. The probability of observing 3 events when 0.13 are expected is negligible, even when the trials factor is included, and all of the background is expected below 5 keV total phonon energy. The background model is clearly not correct on this detector. The reason for this discrepancy is not necessarily understood in a fully quantitative manner, but it is strongly believed to be due to the shorted outer ionization electrode. Figure 6-3 shows a cross-sectional view of the electric field inside a detector with a shorted electric field. The important point to notice is that electric field lines go from the outer radial wall of the detector to the inner charge electrodes on side 1 which has the shorted channel. Events which occur on the sidewall can then produce a signal in the inner charge channel, thereby faking an inner event. One might object that these
events should be removed by the charge symmetry requirement cQisym_v53_LT since
the inner charge is only produced on one side, but at low energies noise fluctuations
could potentially cause these events to pass the event selection requirements.

Figure 6-4 shows direct evidence for this interpretation. Unlike fully functional
detectors, T5Z3 has a large population of events with both large S1 inner charge
energy and large S2 outer charge energy. Since events with nonzero S2 outer charge
energy are primarily sidewall events, the existence of this population shows that
sidewall events produce an abnormally large signal in the inner charge channels of a
detector like T5Z3 with a shorted charge electrode as we would anticipate from the
electric field configuration.

The pulse simulation used in the background model accounts for the fact that there
is no information from shorted detector channels, but it produces incorrect predictions
if the events used as templates are not representative of the true background. This
likely occurred because one of the selection criteria for the sidewall event templates
is that sidewall events have no detectable charge energy on an inner electrode (cuts
cQout1_v53_LT and cQout2_v53_LT, described in Section 5.7.2). This requirement
clearly makes sense for a fully functional detector, but it produces a bias in T5Z3 if
sidewall events can produce a significant signal on the inner charge electrodes.

Finally, it is important to emphasize that the failure of the background model to
account for the electric field of T5Z3 does not affect the validity of our limit. It was
determined before unblinding that limits would be computed without background
subtraction, conservatively treating all events as WIMPs. While excess background
Figure 6-3: Cross-sectional view of simulation of axisymmetric E-field model with charge channel QOS1 shorted to ground, as in the SuperCDMS experiment. Red lines show the direction of the electric field, while blue lines show the equipotential contours. Note that in the bottom right-hand corner, near channel QOS1, electric field lines from the outer radial surface of the detector connect with the inner charge channel. This provides the mechanism by which sidewall events can produce a signal on the inner charge electrode and appear as good bulk events. (Courtesy of Blas Cabrera)
Figure 6-4: Comparison of S2 outer charge energy versus S2 inner charge energy between a fully functional detector (T2Z1, left panel) and T5Z3 with its shorted S1 outer electrode (right panel). Red points fail the charge fiducial volume, while blue points pass. There are two noticeable differences between the two distributions. First, the S2 inner charge energy has a bimodal distribution near zero, which is an unimportant artifact of the optimal filter algorithm on detectors with shorted channels. Second, unlike fully functional detectors, T5Z3 has a large population of events with both large S2 outer charge energy and large S1 inner charge energy.

on one detector complicates the interpretation of the consistency with the background-only hypothesis, its only effect is to slightly degrade the limit relative to the expected sensitivity. Our uncertainty in the detector response to these sidewall backgrounds were, after all, the reason that this search was constructed as an exclusion analysis.

The overall agreement of the background model with the data, summed across detectors is still reasonable, as shown in Figure 6-5 for the 10 GeV/$c^2$ BDT. Summing over detectors somewhat smooths out systematic errors that exist on individual detectors, but the agreement is generally acceptable. Once the systematic uncertainty on the background model is included, the $p$-value for agreement between the background model and data in the preselection region range between 0.08 and 0.26 for the BDTs trained to each WIMP mass, indicating reasonable agreement.

6.3 Constraints on Spin-Independent Dark Matter

We set limits on spin-independent WIMP interactions using the optimum interval method, conservatively treating all candidate events as potential WIMPs [89]. The optimum interval method exploits some information about the shape of the observed events to set a limit that is better than a simple Poisson limit, but does so without making any assumption about the shape of the background. The method sets the limit using events only in the energy interval which produces the strongest limit, while including the appropriate statistical penalty for the freedom to make this choice. All detectors are coadded together, treated as a single monolithic detector, as assumed
Figure 6-5: Top: Stacked histogram showing the components of the background model passing the preselection criteria, summed over all detectors (neutron backgrounds are negligible and not included). For comparison, a 10 GeV/$c^2$ WIMP with cross section $6 \times 10^{-42}$ cm$^2$ is shown on top of the total background. Events passing preselection criteria are overlaid (markers with statistical errors). A p-value statistic comparing the data to background model is 14% for this selection. Bottom: Difference between the data and the background expectation. Tan bars indicate the systematic uncertainty (68% C.L.) on the background estimate. Each component of the background model was computed prior to unblinding and was not fit or rescaled to match the data.
during the discrimination cut optimization. Variants of the optimum interval method exist which only use data from a single detector with the most constraining interval \cite{104}, as was used in \cite{71}. In addition to being simpler to understand and implement, the coadding method produces a stronger limit when the background is fairly low and similar between detectors, since restricting to a single detector reduces the total exposure. To avoid statistical bias (e.g. flip-flopping \cite{105}), the decision to set an upper limit and the decision to use the optimum interval method were made prior to unblinding.

For each WIMP mass, an upper limit is set on the number signal events using the optimum interval method. We make standard assumptions about the WIMP halo and particle physics, as described in detail in Section \ref{sec:2.2.1}. Following \cite{106}, we use a galactic dark matter density of \( \rho = 0.3 \text{ GeV}/c^2 \text{ cm}^{-3} \), a Maxwellian DM speed distribution with a dispersion of 220 km s\(^{-1}\), and an escape velocity of 544 km s\(^{-1}\) \cite{35}. We take the WIMP to have equal coupling to protons and neutrons \( f_p/f_n = 1 \), so that the cross section for scattering on the entire nucleus scales as \( A^2 \).

The solid black line in Figure \ref{fig:6-6} shows the upper limit on the spin-independent WIMP-nucleon cross section, compared with exclusions and putative signals from other experiments. The green bands show the 68\% and 95\% C.L. range of expected sensitivity, computed before unblinding. These bands were constructed by sampling pseudo-experiments from the background model of events passing the BDT analysis, then calculating the upper limit of each pseudo-experiment at each WIMP mass using the optimum interval method. The limit is consistent with the 1\( \sigma \) band of the sensitivity below about 9 GeV/c\(^2\), but worsens relative to the expectation at higher masses because of the unexpected background at high energies in T5Z3. The narrow grey band surrounding the limit shows the 95\% C.L. range of limits due to systematic uncertainties in the event selection efficiency, trigger efficiency, and nuclear recoil energy scale. It is relatively small, except at the lowest energies, largely due to the fact that the data is coadded over detectors. Since most of the systematic uncertainties are uncorrelated by detector, the addition tends to average out the fluctuations on individual detectors.

Under the standard assumptions, all low-mass anomalies are strongly excluded by this result. Although varying the halo parameters and the isospin coupling of the WIMP may relax some tension, the tension with the CoGeNT experiment cannot be alleviated. Indeed if a WIMP existed with the CoGeNT best-fit mass and cross-section, \( \sim 200 \) events would have been observed in the signal region of this analysis. For standard WIMP physics, a similar number of events would have been produced by the CDMS II Si best-fit parameters. Barring a catastrophic error in our analysis, a WIMP interpretation of CoGeNT is severely excluded. As we will show in Section \ref{sec:6.5}, WIMP interpretations of CDMS II Si are all but ruled out independent of astrophysical assumptions.
Figure 6-6: The 90% confidence upper limit (solid black) based on all observed events is shown with 95% C.L. systematic uncertainty band (gray). The pre-unblinding expected sensitivity in the absence of a signal is shown as 68% (dark green) and 95% (light green) C.L. bands. The disagreement between the limit and sensitivity at high WIMP mass is due to the events in T5Z3, whose occurrence weakens the limit in this range. Closed contours shown are CDMS II Si [73] (dotted blue, 90% C.L.), CoGeNT [74] (yellow, 90% C.L.), CRESST-II [76] (dashed pink, 95% C.L.), and DAMA/LIBRA [107] (dash-dotted tan, 90% C.L.). 90% C.L. exclusion limits shown are CDMS II Ge [108] (dotted dark red), CDMS II Ge low-threshold [71] (dashed-dotted red), CDMSlite [109] (solid dark red), LUX [39] (solid green), XENON10 S2-only [77, 110] (dashed dark green), and EDELWEISS low-threshold [111] (dashed orange).
6.4 Constraints on Annual Modulation

In recent years, experiments such as CoGeNT \[112\] and DAMA/LIBRA \[75\] have reported an annual modulation in their event rates, which could be interpreted as dark matter. These interpretations are obviously in strong tension with the null results from measurements of overall background rates in experiments such as LUX and SuperCDMS, as well as a dedicated annual modulation search using CDMS II data \[41, 113\]. It is nevertheless still interesting to investigate annual modulation of this SuperCDMS dataset. Although we only analyze 9 months of data, a preliminary annual modulation analysis will allow us to study potential issues that would be relevant to a future search with more data.

In this section, we perform two alternative analyses. The first (hereafter called “maximum modulation” method) uses the 11 events that pass the final BDT event selection of the primary WIMP search, and then simply sets Poisson upper limits on the modulation, conservatively assuming that 1.) all observed events are WIMPs, and 2.) that there is 100% modulation of the signal rate. This trivial approach will provide the most conservative possible upper limit on the modulation signal. The second analysis is a more conventional unbinned maximum likelihood analysis using a more inclusive dataset (hereafter called “maximum likelihood” method). Although the maximum modulation method relies on extremely crude assumptions, unlike the maximum likelihood method, it exploits the excellent background discrimination provided by the BDT analysis. On the other hand, the maximum modulation method analyzes an event sample with higher WIMP acceptance, so could potentially compensate for the lower purity of its event sample.

6.4.1 Maximum Modulation Method

In this section, we make the overly conservative assumption that all of the events in the BDT signal region are due to a modulating component of the overall event rate. This assumption will produce the most conservative (worst) limits on the modulation rate, but allow us to take advantage of the excellent discrimination offered by the BDT analysis. For simplicity, we coadd all detectors before setting limits and we set the limits on the modulation in individual recoil energy bins. The reason for binning in energy is to aid the comparison with results from CDMS II, DAMA, and CoGeNT, which estimate their modulation in bins of recoil energy. The generic functional form for the rate as a function of time in the $j$th energy bin is given by

$$ R^j(t) = \left[ R_{\text{mod}}^j(\cos(\omega t + \phi^j) + 1) + R_{\text{DC}}^j \right] \times \left( \sum_{k=1}^{N_{\text{det}}} M_i \epsilon_{i,k}(t) f^k(t) \right), \quad (6.1) $$

158
\[ R_{\text{mod}}^j = \text{modulating amplitude for energy bin } j \text{ (evt kg}^{-1} \text{ d}^{-1} \text{ keVnr}^{-1}) \]
\[ \omega = \text{frequency of modulation, fixed to 1 year} \]
\[ \phi_j = \text{phase of modulation} \]
\[ R_{\text{DC}}^j = \text{constant "DC" rate} \]
\[ M = \text{detector mass} \]
\[ e^{j,k}(t) = \text{preselection cut efficiency as a function of time for energy bin } j \text{ and detector } k \]
\[ f^k(t) = \text{live time fraction as a function of time for detector } k \]

Since the live time and efficiency information cannot be measured on timescales smaller than an individual data series, it is convenient to actually approximate the continuous-time expression by a functional form that is binned by data series (typically 3 hours). Doing this, and setting \( R_{\text{DC}}^j = 0 \) for maximum modulation, we find that the number of events in expected in series \( t_i \) in energy bin \( j \) is

\[ N^j(t_i) = R_{\text{mod}}^j \left[ \cos(\omega t_i + \phi^j) + 1 \right] \times \left( \sum_{k=1}^{N_{\text{det}}} M e^{j,k}(t_i) L_i^k \right), \quad (6.2) \]

where \( L_i^k \) is the livetime for detector \( k \) and series \( t_i \). If we observe a total of \( N_j \) events in the data for energy bin \( j \) coadded over all series, then we can set a Poisson upper limit of \( N_{j,90} \) on the rate of events in the energy bin. Summing equation (6.2) over all series and substituting \( N_{j,90} \) allows us to solve easily for the limit on the maximum modulation amplitude

\[ R_{\text{mod},90}^j = \frac{N_{j,90}}{\sum_{i=1}^{N_{\text{series}}} \sum_{k=1}^{N_{\text{det}}} \left[ \cos(\omega t_i + \phi^j) + 1 \right] \times M e^{j,k}(t_i) L_i^k}. \quad (6.3) \]

Upper limits on the number of events are shown in Figure 6-10, while the upper limits on the modulation rate are shown in Figure 6-10.

### 6.4.2 Unbinned Maximum Likelihood

The standard method searching for annual modulation involves performing fits in the time domain or constructing a periodogram (see Ref. [114]). We set limits in this section by performing maximum likelihood fits, unbinned in time, but binned in energy as above. Doing a separate fit at each energy instead of a full 2D fit in energy and time also means that we do not need to specialize to a particular DM model or WIMP mass. The number of events in data series \( t_i \) is given by

\[ N^j(t_i) = \left[ R_{\text{mod}}^j (\cos(\omega t_i + \phi^j) + 1) + R_{\text{DC}}^j \right] \times \left( \sum_{k=1}^{N_{\text{det}}} M e^{j,k}(t_i) L_i^k \right), \quad (6.4) \]

where \( L_i^k \) is the lifetime in time bin \( i \) for detector \( k \).

This analysis is analogous to fitting an energy spectrum with a signal component
and background component, except that now our signal and background components are functions of time instead of functions of energy. Like this analogous setting, we need to write unit normalized signal and background pdfs in order to write our model and likelihood function, and we need to do this is such a way that we can easily recover the functional form in equations (6.1) and (6.4) from our model parameters. The signal and background pdfs are given by a simple modulating component and a flat background, respectively

\[
p_{\text{mod}}(t_i) = \frac{1}{N_{\text{mod}}(\phi)} \left[ \cos(\omega t_i + \phi^j) + 1 \right] \times \left( \sum_{k=1}^{N_{\text{det}}} M e^{i k} L_i^k \right) \quad (6.5)
\]

\[
p_{\text{DC}}(t_i) = \frac{1}{N_{\text{DC}}} \times \left( \sum_{k=1}^{N_{\text{det}}} M e^{i k} L_i^k \right), \quad (6.6)
\]

where \( N_{\text{mod}}(\phi) \) and \( N_{\text{DC}} \) are normalization constants. The normalization constant for the modulating component depends on the phase because the total analysis time is not a multiple of the 1-year modulation period. The combined PDF for the data is then given by

\[
f(t_i) = \frac{\mu_{\text{mod}}(R_{\text{mod}}) p_{\text{mod}}(t_i) + \mu_{\text{DC}}(R_{\text{DC}}) p_{\text{DC}}(t_i)}{(\mu_{\text{mod}}(R_{\text{mod}}) + \mu_{\text{DC}}(R_{\text{DC}}))}, \quad (6.7)
\]
where $\mu_{\text{mod}}$ is the number of events in the modulating component of the data, and $\mu_{\text{DC}}$ is the number of events in the constant component. Both of these terms are functions of the underlying modulating and constant event rates $R_{\text{mod}}$ and $R_{\text{DC}}$.

We use the method of extended maximum likelihood to constrain the rate. Using the total PDF of equation (6.7), the extended likelihood function for the data is given by

$$
\mathcal{L}(\phi, R_{\text{mod}}, R_{\text{DC}}|\{t_i\}, N) = \frac{(\mu_{\text{mod}} + \mu_{\text{DC}})^N}{N!} e^{-(\mu_{\text{mod}} + \mu_{\text{DC}})} \times \prod_{i=1}^{N} \frac{\mu_{\text{mod}} p_{\text{mod}}(t_i) + \mu_{\text{DC}} p_{\text{DC}}(t_i)}{\mu_{\text{mod}} + \mu_{\text{DC}}}.
$$

(6.8)

As is customary, we minimize twice the negative logarithm of the likelihood, discarding constant factors that do not affect the shape of the likelihood

$$
L(\phi, R_{\text{mod}}, R_{\text{DC}}) = -2 \log \mathcal{L}
$$

$$
= -2N \log (\mu_{\text{mod}} + \mu_{\text{DC}}) + 2(\mu_{\text{mod}} + \mu_{\text{DC}})
$$

$$
- 2 \sum_{i=1}^{N} \log \left( \frac{\mu_{\text{mod}} p_{\text{mod}}(t_i) + \mu_{\text{DC}} p_{\text{DC}}(t_i)}{\mu_{\text{mod}} + \mu_{\text{DC}}} \right)
$$

(6.9)

The parameter $R_{\text{DC}}$ is a nuisance parameter, while $\phi$ and $R_{\text{mod}}$ are the parameters of interest. We construct confidence intervals using the profile likelihood test statistic

$$
q(\phi, R_{\text{mod}}) = -2 \log \lambda(\phi, R_{\text{mod}})
$$

(6.10)

where

$$
\lambda(\phi, R_{\text{mod}}) = \frac{\max_{R_{\text{DC}}} \mathcal{L}(\phi, R_{\text{mod}}, R_{\text{DC}})}{\mathcal{L}(\phi, \hat{R}_{\text{mod}}, \hat{R}_{\text{DC}})},
$$

(6.11)

and quantities with hats are the ML estimators. In the profile construction, the test statistic $q$ is a function of the parameters of interest $\phi$ and $R_{\text{mod}}$. We maximize the likelihood over the nuisance parameter at each point $(\phi, R_{\text{mod}})$ to calculate the profile likelihood function and then the profile likelihood test statistic. The test statistic $q$ is asymptotically distributed according to a $\chi^2$ distribution with $n$ degrees of freedom, where $n$ is the number of parameters of interest.

The fits in each energy bin are shown in Figure 6-8 while limits in the plane of modulation rate and phase are shown in Figure 6-9. Some mild modulation is preferred in a few energy bins, but not systematically across all energies. This mild preference could be due to unquantified systematics or perhaps simply statistical fluctuations. Limits from the maximum likelihood method are compared with limits from the maximum modulation method in Figure 6-10. The maximum modulation method performs significantly better than the maximum likelihood fits, and both
Figure 6-8: Maximum likelihood fits for an annually modulating event rate to coadded WIMP-search data in 1 keVnr energy bins. Note that fits are not performed in the 2-3 keVnr energy bin because of the presence of the L-shell activation lines, which are not included in the model, and which have an exponential time-dependence not described by the model.
Figure 6-9: Maximum likelihood confidence regions in the plane of modulation amplitude and phase from fits to WIMP-search data in 1 keVnr energy bins. Polar plots show modulation amplitude as the radial coordinate and cosine phase as the azimuthal coordinate. Note that fits are not performed in the 2-3 keVnr energy bin because of the presence of the L-shell activation lines, which are not included in the model, and which have an exponential time-dependence not described by the model.
methods provide stringent constraints that exclude the low-energy modulation fraction in the CoGeNT experiment. This may seem an academic exercise because the BDT analysis of the overall rate clearly excludes a WIMP interpretation of CoGeNT. If one were skeptical of the efficiency estimation of the BDT analysis, however, the maximum modulation annual modulation analysis shows that CDMS is still in tension with CoGeNT. The maximum likelihood method analyzes a sample of data that includes all nuclear recoils that pass quality and fiducial volume requirements that have fairly high efficiency ($\sim 50\%$).

### 6.5 Halo-Independent Constraints

As discussed in Section 2.2.1 there is significant uncertainty in the structure of the DM halo, which may significantly affect both overall limits on the WIMP-nucleon cross section as well as the relative position of limits between experiments using different targets. A method was originally proposed in [114] to perform comparisons between separate experiments independent of assumptions about the DM halo. The basic scheme of this method has since been generalized to handle detector resolution
and arbitrary forms of DM interactions [116], as well as serve as a way of probing the halo structure itself in both binned [117] and unbinned approaches [118], and to statistically quantify disagreement between experiments with different targets [119]. These methods typically involve adding degrees of freedom to the analysis, which invariably eases tension between experimental results, though incompatibilities can still be found in this more general framework. In this section, we briefly outline one of the more recent methods [118] for extracting halo-independent bounds, as a particularly clear and elegant example of these methods. We then discuss how SuperCDMS data can exclude the signal hint from the Si detectors the CDMS II experiment in a fully halo-independent context over a wide range of WIMP masses, as discussed in the forthcoming paper [120].

6.5.1 Unbinned Halo-Independent Limits

We briefly review here the unbinned technique for halo-independent analyses of direct detection experiments described in [118]. Recall that for spin-independent DM-nuclear scattering, the differential event rate at a direct detection experiment is given by

\[
\frac{dR}{dE} = \frac{N_A \rho \sigma_n m_n}{2 m \mu_n^2} C_T^2(A, Z) \int dE_R G(E_R, E_R') \epsilon(E_R') F^2(E_R) g(v_{\min}(E_R)),
\]  

(6.12)

where \( m_\chi \) is the DM mass, \( m_n \) the nucleon mass, \( \mu_{n\chi} \) the nucleon-DM reduced mass, \( \sigma_n \) the DM-nucleon scattering cross-section, \( \rho \) the local DM density, \( N_A \) is Avogadro’s number, \( F(E_R) \) is the nuclear form factor which accounts for loss of coherence as the DM resolves sub-nuclear distance scales, \( C_T(A, Z) = (f_p/f_n Z + (A - Z)) \) is the usual coherent DM-nucleus coupling factor, \( \epsilon(E_R) \) is the detector efficiency, and \( G(E_R, E_R') \) is the detector resolution function.

The integral over the velocity distribution (hereafter called the “halo integral”) is

\[
g(v_{\min}) = \int_{v_{\min}}^\infty \frac{f(v + v_E)}{v} d^3v,
\]  

(6.13)

where \( f(v) \) is the unknown DM velocity distribution and \( v_E \) is the Earth’s velocity, both in the Galactic frame. For the sake of simplicity, we ignore the small time dependence of the Earth’s velocity in the Galactic frame. The lower limit of the halo integral, \( v_{\min} \), is the recoil energy-dependent minimum DM velocity required to produce a nuclear recoil \( E_R \), and depends on the kinematics of the interaction. For elastic scattering \( v_{\min}(E_R) \) is given by

\[
v_{\min}(E_R) = \sqrt{\frac{m N E_R}{2 \mu_n^2}},
\]  

(6.14)

\(^1\)Note that we also integrate the halo to infinity, rather than truncating at the galactic escape velocity. This is done explicitly to avoid any assumption about the halo structure. If there is a finite escape velocity, however, this will be reflected by a reconstructed value of \( g(v_{\min}) \rightarrow 1 \) at finite \( v_{\min} \).
from basic elastic scattering kinematics.

As first pointed out in [121,122], since the DM velocity distribution \( f(v) \) is positive semi-definite, \( g(v_{\text{min}}) \) must be a monotonically decreasing function of \( v_{\text{min}} \). The idea of halo-independent techniques is to float the values of \( g(v_{\text{min}}) \) in either a binned or unbinned fit to derive constraints on the halo itself. In practice, this is typically done by multiplying the halo integral by factors common to all experiments that set the overall scale of the rate, such as

\[
\tilde{g}(v_{\text{min}}) = \frac{\rho \sigma}{m_X} g(v_{\text{min}}). \tag{6.15}
\]

In a typical DM analysis in the variables of interest \((m, \sigma)\), a signal produces closed contours around single point, and an exclusion produces a band above which points in parameter space are excluded at some confidence level (e.g. Figure 6-6). In a halo-independent analysis, the “parameter space” is no longer a fixed set of variables, but rather an infinite-dimensional set of functions \( \{\tilde{g}(v_{\text{min}})\} \). A signal produces a subset of these functions that are allowed at some confidence interval, while an exclusion is a subset of functions that are not allowed at some confidence interval.

The impracticality of working in an infinite-dimensional parameter space can be overcome by either binning in \( v_{\text{min}} \), or using the trivial but elegant observation of [118] that the unbinned likelihood function only depends on the energies of the events actually observed. For example, an extended likelihood function for an experiment with background and \( N_O \) observed events is

\[
\mathcal{L} = \frac{e^{-N_E}}{N_O!} \prod_{i=1}^{N_O} \left( \frac{dR_{bg}}{dE_R} + \frac{dR}{dE_R} \bigg|_{E_R = E_i} \right)
\tag{6.16}
\]

where \( N_E \) is the total number of expected events

\[
N_E = \int_{E_{\text{min}}}^{E_{\text{max}}} \left( \frac{dR_{bg}}{dE_R} + \frac{dR}{dE_R} \right) dE_R.
\tag{6.17}
\]

Clearly \( \mathcal{L} \) only depends on the values of the halo integral \( \tilde{g}_i = \tilde{g}(v_{\text{min}}(E_i)) \) at the observed events. The only effect of the particular values of \( \tilde{g}(v_{\text{min}}(E)) \) at \( E \neq E_i \) is to change the total number of expected events \( N_E \). But the likelihood is maximized when \( N_E \) is minimized. When we combine this statement with the requirement that \( \tilde{g}(v_{\text{min}}) \) be monotone decreasing, we conclude immediately that the maximum likelihood estimator of \( \tilde{g}(v_{\text{min}}) \) must be a decreasing series of \( N_O \) step functions. If the value of \( \tilde{g}(v_{\text{min}}) \) were increased in between the steps, the product in equation (6.16) would remain unchanged, but \( N_E \) would increase, reducing the likelihood. We can therefore write the likelihood function as

\[
\mathcal{L} \equiv \mathcal{L}(\{\tilde{g}_i\}, \{v_{\text{min},i}\}|\{E_{R,i}\}).
\tag{6.18}
\]

\[\text{2It is nonobvious that this statement holds in the case of finite resolution, a fact that is proved rigorously in [118].}\]
Compatibility between different experiments can be assessed quantitatively via the joint likelihood techniques advocated in [119], or a more qualitative graphical method for displaying exclusions and signals.

- **Signals:** When experimental data is fit with a signal component, one obtains a best-fit halo function corresponding to the step heights and positions of \( \tilde{g} \) that maximize the likelihood. One can then vary the step heights and positions to generate new halo functions whose likelihood can be evaluated using equation (6.16). Monte Carlo simulation suggests that the distribution of the likelihood ratio test statistic

\[
q(\lambda(\{\tilde{g}_i\}, \{v_{\text{min},i}\})) = -2\log(\lambda(\{\tilde{g}_i\}, \{v_{\text{min},i}\}))
\]

with

\[
\lambda(\{\tilde{g}_i\}, \{v_{\text{min},i}\}) = \frac{\mathcal{L}(\{\tilde{g}_i\}, \{v_{\text{min},i}\})}{\mathcal{L}(\{\hat{g}_i\}, \{\hat{v}_{\text{min},i}\})}
\]

is approximately distributed as \( \chi^2 \) with \( 2N - 1 \) degrees of freedom: \( 2N \) arises from the position and height of each of the steps, while 1 dof is subtracted for the monotonicity constraint. Depending on the distribution of the observed events, steps may “merge” together, with degenerate heights or positions. The number of “effective” degrees of freedom may be further reduced if bins merge together.

The heights and positions of the halo steps can be varied, for example by Markov Chain Monte Carlo, the likelihood can be evaluated for each halo, and this halo is then accepted or rejected if its test statistic \( q \) is less than the critical value for confidence level \( 1 - \alpha \). One way of visualizing the halo functions is then to draw the envelope of accepted halos. Any halo with a point outside the envelope must therefore be excluded at \( 1 - \alpha \).

- **Exclusions:** To derive halo-independent exclusion curves, note that for a given point \( v_0 \) on the \( v_{\text{min}} \)-axis, the halo integral which gives the least number of events consistent with monotonicity is

\[
\tilde{g}(v_{\text{min}}) = \tilde{g}_0 \Theta(v_0 - v_{\text{min}}) .
\]

Setting an upper bound on the number of events using this choice of halo integral, one derives the weakest (i.e. most conservative) possible bounds on \( \tilde{g}(v_0) \). Thus, by sweeping over \( v_0 \) in the \( v_{\text{min}} \)-range of an experiment, one can build up an exclusion contour which at every \( x \)-coordinate \( v_0 \) sets the most conservative bounds on the halo integral: the true halo integral must lie entirely below this exclusion contour for every \( v_{\text{min}} \). Such an exclusion curve is extremely robust, as any positive signal so excluded can be said to be excluded for all DM halos.

When carrying out a halo-independent analysis, as mentioned above, a particular DM mass must be assumed. The constraints on, or predictions for, \( g(v) \) for another
DM mass can be determined by simple rescalings [118]. For a DM mass, $m_\chi$, a point $(v_{min}, \tilde{g})$ is mapped to a new point $(v'_{min}, \tilde{g}')$ for DM mass $m'_{\chi}$, by

$$(v_{min}, \tilde{g}; m_\chi) \rightarrow \left( \frac{\mu_{N\chi}}{\mu_{N\chi'}}, \frac{\mu_{N\chi'}^2}{\mu_{N\chi}^2}, \tilde{g}; m_{\chi'} \right).$$

(6.22)

Since the mapping depends on the mass of the nuclear target, this will shift different detectors by differing amounts.

### 6.5.2 Comparing XENON10, LUX, and CDMS II Si with SuperCDMS

To demonstrate the methods above for comparing positive signals with exclusions, we consider the case of the SuperCDMS, LUX, and XENON10 limits and the preferred halo for the Si detectors of the CDMS II experiment.

The SuperCDMS collaboration has publicly released data from the analysis of 577 kg d of exposure on their seven Ge detectors with the lowest energy thresholds [109, 123], described in this chapter and the previous one. Although the observed events are consistent with the background estimate, we did not perform a background subtraction before calculating the limit, conservatively assuming that all observed events are potential DM scattering. Using the efficiency, ionization yield, and energies of the 11 events from the data release, we set 90% C.L. limits using the “Pmax” method [89].

The CDMS II Si analysis observed three events in 140.2 kg d of exposure. We follow the analysis approach used in [118], taking a gaussian detector resolution of 0.2 keV, the acceptance from [73], and backgrounds from [124]. We furthermore assume that the distribution of $\Delta L$ is $\chi^2$ corresponding to five degrees of freedom: one for each step position and height in the halo, minus one for the monotonicity constraint. The $\chi^2$ assumption is a reasonable approximation to the sampling distribution of $\Delta L$ [118], a more precise determination could be made by a Monte Carlo simulation, varying the number of events in each pseudoexperiment. A value of $\Delta L = 9.2$ then corresponds to 90% C.L. We perform Markov Chain Monte Carlo (MCMC) sampling of the 6-dimensional parameter space, and use halos with $\Delta L < 9.2$ to calculate the envelope preferred by the CDMS II Si result.

For comparison, we also compute limits for LUX and XENON10 at a fixed dark matter mass. Similar to [118], we use events and ionization yield $Q_y$ from the XENON10 S2-only analysis [77]. We conservatively assume that the ionization yield drops to zero below 1.4 keVnr because the signal acceptance cannot be reliably estimated below this energy. The energy resolution is taken to be $\Delta E_R = E_R / \sqrt{E_R Q_y(E_R)}$, while the acceptance is 95% on an exposure of 15 kg d. Yellin’s “Pmax” method [89] is used to set limits at 90% C.L., using the conservative assumption that all observed events are potential DM scatterings. Following [118], we deduce Poisson upper limits from the results of the LUX experiment [89]. The background distributions for the LUX experiment have not been made public, so we cannot compute limits based on the profile likelihood ratio test statistic as done by the LUX collaboration. Because
Figure 6-11: Exclusion limits from XENON10 (dot-dashed green), LUX (solid purple), SuperCDMS (dotted orange) overlaid on the preferred region (90% C.L.) for CDMS II Si (shaded blue) and best fit halo (dashed blue) in \( v_{\text{min}} \)-space. **Left**: \( v_{\text{min}} \)-space plot for 10 GeV DM. **Right**: range of SuperCDMS limits scaled with respect to 10 GeV DM using the factor appropriate for Si (shaded orange) (analogous to Fig. 6-12 right), overlaid with the preferred region for CDMS II Si (shaded blue).

No events were observed in LUX in the low-energy nuclear recoil band, we instead use the 90% upper limit for an observation of 0 events for a Poisson process with no background, taking the efficiency from [39]. This simplification gives reasonable agreement with the limits reported by LUX in the low-mass region.

In the left panel of Fig. 6-11 we compare limits from XENON10, LUX, and SuperCDMS, for 10 GeV DM in the usual \( v_{\text{min}} \)-space plot. As pointed out in [118], the limits in \( v_{\text{min}} \) space exhibit a simple scaling with the DM mass, 

\[
v'_{\text{min}}(E_R) = \frac{\mu_{NX}}{\mu_{NX'}} v_{\text{min}}(E_R). \tag{6.23}
\]

This can be visualized in a single plot, such as the right panel of Fig. 6-11, which shows the range of limits for SuperCDMS, when referred to 10 GeV DM using the scaling factor appropriate for Ge. Such a plot will contain, for every possible mass, the correct positioning of the CDMS-Si preferred region relative to SuperCDMS. For sufficiently large DM masses, the exclusion limit from SuperCDMS drops below the lower boundary of the CDMS II Si contour, indicating strong tension between the inferred dark matter halos of the two experiments. The mass at which the SuperCDMS exclusion drops below the lower limit of the CDMS II Si preferred region, is the mass above which SuperCDMS excludes CDMS II Si. In our analysis, SuperCDMS excludes CDMS II Si for \( m_{\chi} \gtrsim 11 \) GeV.

---

\(^3\)See [125] and [126] for more details on reconstructing the published LUX results.
Figure 6-12: Exclusion limits from XENON10 (dot-dashed green), LUX (solid purple), and SuperCDMS (dotted orange) in $v_{min}$-space. Left: $v_{min}$-space exclusions for 10 GeV DM. Kinks and slight deviations from monotonicity are present in the SuperCDMS limit, occuring when the “Pmax” method switches the interval used to calculate the exclusion. Similar discrete artifacts are not present in LUX because an observation of zero events is used to calculate the limit, nor in XENON10 because the experiment observed a large number of events. Right: limits with $v_{min}$ calculated for a range of DM masses and scaled to $m_\chi = 10$ GeV using the factor appropriate for Ge $\mu_{Ge,\chi}/\mu_{Ge,\chi}'$, where $\mu_{Ge,\chi}$ is the reduced mass for 10 GeV DM and Ge target. This has the effect of mapping SuperCDMS limits to a single line (dotted orange), independent of mass, while limits from Xe experiments are mapped to different locations depending on the DM mass. Dark bands correspond to the range of limits with masses 5-100 GeV, while the light bands show the range of limits for all possible masses, which facilitates comparison of the relative strengths of the limits for different DM masses.

The dark matter mass scaling relation introduced in equation (6.23) for comparing null results can be used to concisely illustrate the mass ranges for which Xe-based and Ge-based experiments give stronger results. In the left panel of Fig. 6-12 we compare limits from XENON10, LUX, and SuperCDMS, for a 10 GeV DM. This can be visualized in a single plot, such as the right panel of Fig. 6-12, which shows the range of limits for each experiment, when referred to 10 GeV DM using the scaling factor appropriate for Ge. Such a plot will contain, for each possible mass, the correct positioning of LUX or XENON10 limits relative to SuperCDMS. It is manifestly clear from the plot that SuperCDMS is always stronger than XENON10 at small DM masses, and that SuperCDMS and LUX are complementary across all DM masses due to the higher $v_{min}$ threshold of LUX. More quantitatively, we find that SuperCDMS is stronger than XENON10 for all $v_{min}$ when $m_\chi \lesssim 59$ GeV.
Chapter 7

Coherent Neutrino Scattering

Detectors designed for dark matter searches currently provide a unique combination of excellent, few-100 eV energy resolution, extremely low intrinsic backgrounds, and large masses. The rate of improvement in each of these characteristics is also uniquely rapid. Detectors for SuperCDMS at SNOLAB are anticipated to have a total phonon threshold of 350 eV in low-voltage mode and 70 eV in HV mode. Manipulation of the critical temperature and material properties could lead to even better resolution and lower thresholds for cryogenic experiments like SuperCDMS, EDELWEISS, and CRESST [40, 61]. Meanwhile, noble liquid detectors are fulfilling their promise of unrivaled scalability, radiopurity, and self-shielding. The XENON1T collaboration will soon take data with a detector ten times as massive than LUX [127] [128], while LZ will commission a detector with 7T of active mass just a couple years after that [129] [130]. While Argon-based detectors suffer from the intrinsic radioactivity of the long-lived naturally occurring isotope $^{39}$Ar, the DEAP collaboration is nevertheless currently commissioning a 3.6T Ar detector [131].

The exponential improvement in these multiple facets DM detector performance begs the question of whether there are alternate applications of these technologies. Detectors for neutrino physics, in particular, often have similar technical requirements to DM detectors: large size, low-background, and good energy resolution. While DM detectors still cannot match the scale of the largest neutrino detectors, such as SuperKamiokande [132] or IceCube with its 1 km$^3$ detector volume [133], the superior energy resolution and energy thresholds of DM detectors enable them to probe low-energy neutrino interactions that have not been measured by existing experiments. The unmeasured process of coherent-neutrino nucleus scattering (CNS) presents one opportunity, which could be sensitive to several beyond-the-standard-model (BSM) effects such as nonstandard neutrino interactions (NSI) and sterile neutrino oscillations. Measurements of low-energy neutrino electron scattering, as another example, could also improve constraints on neutrino magnetic moments.

This section sketches a few novel possibilities for applications of DM-style detectors to low-energy neutrino physics. We review the relevant physics processes and discuss several previous attempts to apply DM detectors to neutrino physics. We then focus on the detection of CNS and its applications with several configurations of neutrino sources. This section contains an abridged compilation of work presented in [134–136],
which were collaborations between several authors.

## 7.1 Coherent Neutrino Scattering

Coherent neutrino-nucleus scattering is a well-predicted standard model process sensitive to a variety of BSM effects. The interaction involves the scattering of a neutrino with a nucleus by the weak neutral current $\nu + A \rightarrow \nu + A$. At low momentum transfer, the scattering is coherent in the sense that all nucleons participate in the interaction, much like the forward coherence observed in electron scattering $e^- + A \rightarrow e^- + A$ [137]. The CNS cross section depends on the number of neutrons, $N$, and protons, $Z$, of the target material with mass $M$. If $T$ is the recoil energy of the interaction and the incoming neutrino has energy $E_\nu$, the differential cross section is given by

$$\frac{d\sigma}{dT} = \frac{G_F^2 Q_W^2 M}{4\pi} \left(1 - \frac{MT}{2E_\nu^2}\right) F(Q^2)^2. \quad (7.1)$$

where $G_F$ and $Q_W = N - (4\sin^2\theta_W)Z$ are the precisely-known Fermi constant and weak charge, respectively [138]. The form factor, $F(Q^2)$, dominates the $\sim 5\%$ cross section uncertainty. As the cross section is well predicted, coherent elastic neutrino-nucleus scattering is an ideal source to search for new physics in the neutrino sector. A cross section measurement with $\sim 10\%$ uncertainty will result in an uncertainty on $\sin^2\theta_W$ of $\sim 5\%$ [139]. While this uncertainty is large compared to existing and planned precision atomic parity violation and Møller scattering measurements, a discrepancy from the Standard Model prediction already observed in the neutrino sector by the NuTeV experiment [140] motivates more neutrino-based measurements. Notably, a $\sin^2\theta_W$ measurement with coherent neutrino-nucleus scattering would be at $Q \sim 0.04$ GeV/c, well away from all previous neutrino scattering measurements (including NuTeV’s at $Q \sim 4$ GeV/c).

A coherent neutrino-nucleus scattering cross section measurement agreement within $10\%$ uncertainty of the Standard Model prediction will result in limits on non-standard neutrino interactions (NSI) which improve on the present ones by more than an order of magnitude [139, 141, 142]. The low-$Q$ existing and planned precision measurements mentioned above are not sensitive to new physics unique to neutrino interactions. NSI terms can enter the Standard Model Lagrangian through an extra term,

$$\mathcal{L}_{\text{eff}}^{\text{NSI}} = -\varepsilon_{fP}^{\alpha\beta} 2\sqrt{2} G_F (\bar{\nu}_\alpha \gamma_\rho L \nu_\beta)(\hat{f} \gamma^\rho P f) \quad (7.2)$$

where $f$ is a first generation Standard Model fermion, $e$, $u$, or $d$ and $P = L$ or $R$ [143]. These $\varepsilon_{fP}^{\alpha\beta}$ terms can appear due to a range of sources, including incorporating neutrino mass into the Standard Model [144] and supersymmetry [145]. The $\varepsilon_{ee}$ and $\varepsilon_{er}$ terms, in particular, are poorly constrained by existing measurements. Measuring a coherent scattering cross section in disagreement with the Standard Model expectation could be an indication of NSI. In the case that a cross section discrepancy is observed, multiple nuclear targets could be employed in order to disentangle effects from NSI, a $\sin^2\theta_W$ anomaly (e.g. consistent with NuTeV), and/or nuclear physics.
Characterizing neutrino coherent scattering is also essential to the understanding of supernova evolution as the energy carried away by neutrinos comprises \( \sim 99\% \) of the supernova’s total energy and the coherent channel’s cross section exceeds all others by at least an order of magnitude in the relevant energy region. In a stellar core collapse, the density of the electron/nucleus plasma at the core can reach \( >10^{12} \text{ g/cm}^3 \). At these densities, a 20 MeV neutrino’s mean free path is on the order of 0.5 km \( ^{[46]} \) with the opacity in nucleus-rich regions dominated by coherent scattering. Along with being relevant for supernova evolution in general, the coherent cross section may also affect the supernova neutrino signals expected on Earth.

The coherent process is important for supernova burst neutrino detection as well, providing information about all flavors of neutrinos—not just \( \nu_e/\bar{\nu}_e \). For coherent neutrino-nucleus scattering specifically, unlike other channels of flavor-blind neutral current interactions, the nuclear recoil energy is proportional to neutrino energy due to the elastic nature of the interaction. Such information could be combined with charged current \( \nu_e/\bar{\nu}_e \) interaction information from other sources to develop a complete picture of oscillations with supernova neutrinos. Note that approximately seven neutrino-nucleus coherent events in one ton of Ar during a ten second window for a galactic core-collapse supernova at 10 kpc are expected with a recoil energy threshold of 5 keV \( ^{[47]} \). Although the detectors discussed below are probably too small to provide a sizable sample of supernova burst neutrino-nucleus coherent scatters (unless the supernova is very close), an accelerator-based measurement to confirm the predicted interaction cross section would prove valuable to a next-generation coherent neutrino scattering experiment’s supernova burst neutrino measurement.

7.2 Coherent Neutrino Scattering in Dark Matter Detectors

In this section, we study the prospects for detecting CNS using a future ton-scale Ge-based DM detector in combination with potential future neutrino sources. Such an detector is envisiued to be located at a deep underground site, with the neutrino source on the surface. Section 7.2.1 provides our assumptions for a few example experiments and the raw rates in these detectors with various exposures and as a function of envisioned energy thresholds and baseline lengths. The effect of coherent events as a background for WIMP interactions is also considered in Section 7.2.2. Then, we consider the scenario in which a detector module is brought within tens of meters of the neutrino source and used to obtain a high statistics sample of events for coherent neutrino physics in Section 7.2.3.

7.2.1 Detection

The coherent neutrino-nucleus cross section favors very low recoil energies, in the few-to-tens of keV range. This is well below the threshold of the most sensitive recent and existing large-scale low energy neutrino detectors, like SNO \( ^{[48]} \), Borexino \( ^{[49]} \), and KamLAND \( ^{[50]} \), which explains why this relatively high cross section process...
has not yet been observed. Dark matter detectors, on the other-hand, have energy thresholds in the ∼10 keV range and lower. As such, these detectors are potentially ideal coherent neutrino scattering detectors if given a sufficiently large target mass and neutrino flux. A ton-scale dark matter detector at its nominal depth underground of 1-2 km, in combination with an intense decay-at-rest (DAR) neutrino source, could discover the coherent neutrino scattering process and provide a much needed consistency check of any dark matter limit/detection claim.

It is worth noting that dark matter detectors could observe $^8$B solar neutrino coherent events, as has been pointed out in Ref. [151]. The $^8$B rate depends on the detector threshold and material, with more events for lighter target nuclei and lower thresholds. This solar neutrino signal becomes negligible for high-$A$ targets when the low-energy recoil threshold of the experiment is between 5 and 10 keV or more. There are zero solar coherent events expected with a 5/10 keV threshold for the targets (Xe, Ge/Ar) and exposures considered here. In contrast, the DAR accelerator source described in Section 7.2.2 will produce a significant number of events within a well-defined time window when the accelerator is on. These events can therefore only be considered a WIMP background during those times. In terms of a coherent neutrino physics measurement, the accelerator-based case has the luxury of an in-situ background measurement (when the source is off) in addition to the higher-energy, above-threshold nuclear recoils.

7.2.2 Rates and Time to Discovery

In order to be reasonably concrete, we study a set of experimental designs inspired by proposals for the Deep Underground Science and Engineering Laboratory (DUSEL). We note that the detector designs are not very different from those under consideration at other underground laboratories and that the results can be easily scaled. For the neutrino source, we assume a DAR configuration produced by high intensity cyclotrons which are now under development [152].

DAR neutrinos are known to be an excellent source for neutrino-nucleus coherent scattering experiments [153, 154]. The neutrinos are produced with relatively low energies (<52.8 MeV), a range where coherent neutrino scattering dominates all other cross sections by about an order of magnitude. Ref. [152] calls for a design with 800 MeV protons, accelerated via high intensity cyclotron(s), which impinge on a carbon target and facilitate the production and eventual decay of pions: $\pi^+ \rightarrow \mu^+ \nu_\mu$, followed by $\mu^+ \rightarrow e^+ \bar{\nu}_e \nu_e$. A DAR source flux profile is shown in Fig. 7-1.

High intensity DAR sources are being proposed for $CP$ violation searches involving Gd-doped ultra-large water Cerenkov detectors at underground science laboratories [155–157]. The design for this search [152] calls for multiple accelerator sites at varying distances from ultra-large water Cerenkov detector(s). The DAEδALUS cyclotron-based near accelerator is proposed to run with a duty factor between 13% and 20% [152], with an average of 1 MW of power in either case. Each 1 MW accelerator will provide $4 \times 10^{22}$ neutrinos of each flavor per year produced as an isotropic flux within the time window, expected to be about 67 ms out of 500 ms for the near accelerator with the current design [158]. The absolute normalization of
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the neutrino flux, determined with electron-neutrino elastic scattering \( \nu_e e^- \rightarrow \nu_e e^- \) as measured by ultra-large water Cerenkov detector(s), will have a systematic uncertainty of 1% with dominant contributions from the cross section and energy scale uncertainties [155]. The statistical uncertainty on the flux depends on the run period, but is expected to be on the order of 1% as well. The near accelerator site is envisioned at or near the surface of the laboratory with the other cyclotrons located many kilometers away. Note that the far sites will produce insignificant coherent rates due to the \( 1/r^2 \) dependence of the flux. However, the near accelerator can provide a significant event rate, during the 13% beam-on time, for detectors which are sufficiently close and large. Examples of other physics opportunities with this near accelerator are discussed in Refs. [152, 159, 160].

In order to provide realistic calculations, we examine three dark matter experiments which are drawn from the designs of GEODM [161], LZ [129], and MAX [162]. These experiments use germanium, xenon, and argon as their targets, respectively. Note that neon is also commonly considered as an alternative target medium in the noble liquid detectors mentioned. We assume that the accelerator and beam dump are located at or near the surface. As GEODM is proposed for the DUSEL 7400 ft level and LZ/MAX are proposed for the 4800 ft level, we simply consider baseline lengths of 2.3 km and 1.5 km, respectively. The rates for each target are calculated for a ton-year fiducial exposure since the design of each detector is still under consideration.

As discussed above, the coherent neutrino-nucleus interaction takes place at very low recoil energies. Fig. 7-2 shows the distribution of recoil energies for a DAR source with \( ^{20}\text{Ne}, \ ^{40}\text{Ar}, \ ^{76}\text{Ge}, \) and \( ^{132}\text{Xe} \). The experimental rates will strongly depend upon the recoil energy threshold for reconstructed events, \( T_{\text{min}} \). As the exact values of this cut for the various detectors are unknown, we consider five possible values of \( T_{\text{min}} \). For the aforementioned targets, we find the rates given in Table I, where we assume 100% efficiency for detecting events in the time-window above the threshold \( T_{\text{min}} \).

We note that the coherent event rates for dark matter detectors at their nominal depths underground are in the 0-35 events/ton/year range depending on target, baseline, energy threshold, and unrealistically assuming 100% detection efficiency. This is too low to be competitive with presently used neutron sources for detector calibration. Neutrons are adequate for energy calibration, despite their propensity to multiple scatter and activate the detector. However, demonstrating a measured excess between beam-on and beam-off times corresponding to the expected neutrino signal.

![Figure 7-1: Energy distribution of neutrinos in a DAR source, from Ref [155].](image-url)
Table 7.1: Coherent neutrino scattering events/ton/year (with the accelerator running at 1 MW with a 13% duty factor) for various detector layouts and thresholds. The rates reported assume 100% detection efficiency. †The present plan is for the GEODM (76Ge-based) baseline to be 2.3 km—although 1.5 km is included for completeness.

<table>
<thead>
<tr>
<th>Recoil energy (keV)</th>
<th>Ne</th>
<th>Ar</th>
<th>Ge</th>
<th>Xe</th>
</tr>
</thead>
<tbody>
<tr>
<td>20</td>
<td>11.1</td>
<td>9.1</td>
<td>7.5</td>
<td>4.9</td>
</tr>
<tr>
<td>40</td>
<td>16.3</td>
<td>6.6</td>
<td>1.1</td>
<td>0.1</td>
</tr>
<tr>
<td>60</td>
<td>14.6</td>
<td>9.4</td>
<td>3.5</td>
<td>1.4</td>
</tr>
<tr>
<td>80</td>
<td>12.0</td>
<td>6.4</td>
<td>1.5</td>
<td>0.6</td>
</tr>
<tr>
<td>100</td>
<td>10.0</td>
<td>6.0</td>
<td>1.0</td>
<td>0.1</td>
</tr>
<tr>
<td>120</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
</tbody>
</table>

Figure 7-2: Recoil energy distributions for coherent scattering 1.5 km from a DAR neutrino source for Ne, Ar, Ge, and Xe. The rates reported assume 100% detection efficiency.

would be a valuable consistency check for any dark matter detector. Such a verification would certainly aid the corroboration of any new dark matter limit/detection claim between DUSEL dark matter experiments.

Detection at a Ton-Scale Dark Matter Experiment

Next, we consider one of the nuclear targets mentioned above (76Ge) in more detail. GEODM is a proposed ton-scale dark matter detector [161] based on the cryogenic Ge crystal technology used in the CDMS experiment. The target design for GEODM is an array of 300 ∼5 kg Ge crystals operated at 40 mK with a total target mass of ∼1500 kg. Interaction events in an individual crystal produce populations of athermal phonons and electron-hole pairs which are measured by various phonon and ionization sensors lithographically patterned on the crystal surfaces. The ratio of ionization to phonon signals for an event is a powerful discriminator between electron and nuclear recoils. The signals also enable precise determination of the position and energy of each event, which allow volume and energy cuts. This information is used to set the number of electron recoils that can pass the cuts and pose as nuclear recoils.
This electron recoil “leakage” into the nuclear recoil band constitutes one source of background events. There is also a background from muon- and radiogenic-induced neutrons, which is controlled through the use of radio-pure materials and passive and active shields to be < 0.15 events/ton/year.

The efficiency of GEODM depends critically on the cuts used to achieve a target leakage background. This is largely a function of the future detector’s performance, which we need to estimate. In light of this, we consider a “baseline” scenario and an “optimistic” scenario for the detector parameters, summarized in Table II. Fig. 7-3 shows the recoil energy distribution in a detector with two hypothetical efficiency curves as a function of recoil energy. The baseline scenario has a 10 keV nuclear recoil energy threshold with the efficiency rising linearly to 0.3 at 20 keV. We additionally assume an energy resolution near threshold of 300 eV and a fiducial mass uncertainty of 5%. These parameters are consistent with the performance of the Ge detectors used in the CDMS II experiment [163]. The optimistic scenario assumes that refinement of the detectors improves all of these parameters. In the optimistic scenario, we assume a 5 keV nuclear recoil energy threshold and an efficiency that rises linearly to 0.6 at 20 keV. We additionally assume an energy resolution near threshold of 25 eV and a fiducial mass uncertainty of 1%. In all cases, unless otherwise specified, we assume a raw exposure of 4.5 ton-year before the efficiency curve is applied. We also assume a leakage background of 1 event per 4.5 ton-year raw exposure with a spectrum of \( e^{-E_{\text{recoil}}/10 \text{ keV}} \), and a neutron background of 0.13 events per ton-year of exposure with a spectrum of \( e^{-E_{\text{recoil}}/50 \text{ keV}} \) before the efficiency curve is applied. Events are required to have recoil energies less than 100 keV to be considered nuclear recoils, so we do not use any background events with energies exceeding 100 keV. This neutron spectrum is convolved with each efficiency curve and scaled by the exposure to obtain the expected distribution of neutron events for each scenario. For the baseline scenario we expect 0.13 total neutron events, and for the optimistic scenario we expect 0.29 total neutron events with a 4.5 ton-year exposure.

Using the baseline efficiency and energy threshold, we find that a coherent neutrino rate of 0.8 events/ton/year is expected in a \(^{76}\text{Ge}\)-based detector at a baseline of 2.3 km. GEODM expects an overall leakage rate of about 1 background surface leakage event with a 4.5 ton-year exposure, obtained by adjusting efficiency/fiducial volume cuts to get to that number. In addition, there is a neutron-induced nuclear recoil background (absolute rate convolved with detection efficiency) of 0.13 events/(4.5 ton-year) and

<table>
<thead>
<tr>
<th></th>
<th>Baseline</th>
<th>Optimistic</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Threshold</strong></td>
<td>10 keV</td>
<td>5 keV</td>
</tr>
<tr>
<td><strong>Efficiency</strong></td>
<td>See Fig. 7-3</td>
<td>See Fig. 7-3</td>
</tr>
<tr>
<td>Energy resolution near threshold</td>
<td>300 eV</td>
<td>25 eV</td>
</tr>
<tr>
<td>Neutron background events/(4.5 ton-year)</td>
<td>0.13</td>
<td>0.29</td>
</tr>
<tr>
<td>Surface background events/(4.5 ton-year)</td>
<td>1.0</td>
<td>1.0</td>
</tr>
<tr>
<td>Fiducial mass uncertainty</td>
<td>5%</td>
<td>1%</td>
</tr>
</tbody>
</table>

Table 7.2: The GEODM detector scenarios considered. The neutron background expectation is after efficiency corrections.
Figure 7-3: Recoil energy distribution for coherent neutrino scattering on Ge at 2.3 km from a DAR neutrino source, before and after the effect of two hypothetical efficiency curves.

0.29 events/(4.5 ton·year) for the baseline and optimistic scenarios, respectively. The total expected background rate during the 13% of beam-on time would therefore be 0.15 events/(4.5 ton·year) for the baseline and 0.17 events/(4.5 ton·year) for the optimistic scenario. The assumptions for GEODM as a coherent neutrino detector are shown in Table III. Based on these considerations and assuming no WIMP “background”, one can see that an experiment like GEODM could find evidence for coherent scattering in a ~4.5 ton·year exposure with 3-4 signal events above a background expectation of 0.15 events. The probability for 4 observed events to be completely due to background, with a background expectation of 0.15 events, is ~0.002%. The signal rate and evidence/discovery timeline would be quickly improved in the case that the baseline efficiency estimate, especially in the low energy region (and possibly below 10 keV), is too conservative. With the optimistic energy threshold and efficiency scenario, we expect a coherent rate of 2.0 events/ton/year. Under the same background assumption as above, we find that GEODM will discover coherent scattering in a ~2 ton·year exposure with 4 signal events above a background expectation of 0.07 events. The probability for 4 observed events to be completely due to background, with a background expectation of 0.07 events, is ~0.00009%.

It is worth noting that the absolute (100% efficiency and 100% on-time) solar coherent neutrino interaction rate on a $^{76}$Ge target above 5 keV is expected to be 0.079 events/ton·year. In either efficiency scenario and with 13% beam-on time, the solar coherent “background” rate is negligible.

The effect of the coherent background on WIMP sensitivity

Since coherent neutrino scattering is an irreducible background for WIMP searches, the presence of a neutrino source near a dark matter experiment will reduce the sensitivity of the experiment. In calculating a WIMP-nucleon cross section limit, one
can either use data from only the 87% of the time when the neutrino source is off or data from the 87% beam-off time and the 13% beam-on time. Since background events reduce the sensitivity of a limit in the optimum interval method [89], using the combined exposure may result in a worse limit than using only the beam-off exposure. Fig. 7-4(a) and Fig. 7-4(b) present a comparison of limits for the baseline and optimistic GEODM detector scenarios. The limits assume a GEODM-style detector with a raw exposure of 4.5 ton-year before efficiency cuts and the same assumptions as in the previous section. In particular, we use the hypothetical efficiency curves shown in Fig. 7-3, a neutron rate of 0.15 events/ton/year before efficiency convolution, and a total surface-event leakage of 1 event per 4.5 ton-year raw exposure. We use the recoil energy distribution from Fig. 7-3 for neutrino events in the 13% beam-on time and a detector at 2.3 km from a DAR neutrino source.

Using these parameters, we randomly generate 100 realizations of the background events and compute the average of the upper limits on the WIMP-nucleon cross section for each. In this study, the beam-off data actually has greater sensitivity than the combined beam-on and beam-off data. Using the beam-off data with 87% exposure only, the mean upper limit at maximum sensitivity is $4.0 \times 10^{-47}$ cm$^2$ (baseline) or $1.9 \times 10^{-47}$ cm$^2$ (optimistic). The combined data give a limit of $5.5 \times 10^{-47}$ cm$^2$ (baseline) or $3.6 \times 10^{-47}$ cm$^2$ (optimistic). The results for the 87% exposure obviously also have worse sensitivity than 100% exposure without any beam-on time. If there were no beam-on time, the upper limit at maximal sensitivity would be $3.3 \times 10^{-47}$ cm$^2$ (baseline) or $1.7 \times 10^{-47}$ cm$^2$ (optimistic).

Note that when the number of background events is zero, the sensitivity to WIMPs scales as the reciprocal of the exposure. This occurs because the expected number of events in an experiment is proportional to the product of the cross section $\sigma$ and the exposure $E$, 

$$\mu \propto \sigma E.$$  

A limit at confidence level $C$ is obtained by determining the expected number of events $\mu$ such that there is a probability $C$ of observing zero events. Assuming Poisson statistics the expected number of events is $\mu = -\log(1 - C)$. It is thus apparent from Eq. (7.3) that the cross section limit $\sigma$ corresponding to confidence level $C$, scales as the reciprocal of the exposure $E$. In the presence of a nonzero background that is proportional to exposure, the limit will scale more slowly than the reciprocal of the exposure. Fixed backgrounds set by fiducial cuts may produce more complicated

<table>
<thead>
<tr>
<th>GEODM Assumptions</th>
<th>&quot;Baseline&quot; and &quot;Optimistic&quot;</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Scenarios considered</strong></td>
<td>4 x 10$^{22}$ $\nu$/flavor/year w/ 13% duty factor</td>
</tr>
<tr>
<td>$\nu$ source</td>
<td>2%</td>
</tr>
<tr>
<td>$\nu$ flux uncertainty</td>
<td>2.3 km</td>
</tr>
<tr>
<td>Distance from $\nu$ source</td>
<td>4.5 ton-year</td>
</tr>
<tr>
<td>Exposure</td>
<td>13%</td>
</tr>
</tbody>
</table>

Table 7.3: The assumptions used in the text for coherent neutrino detection with GEODM deep underground.
Figure 7-4: Expected average limits for the WIMP-nucleon cross section for a 4.5 ton-year exposure, assuming no WIMP signal and calculated using the optimum interval method. All limits include neutron and surface event leakage background events. The ‘13% exposure w/ $\nu$’ limit also includes background events from coherent neutrino scattering, while ‘13% exposure w/ no $\nu$’, ‘87% exposure w/ no $\nu$’, and ‘100% exposure w/ no $\nu$’ do not. The ‘Combined 87% w/ no $\nu + 13% w/ \nu$’ limit is obtained by combining the events and exposures from the ‘13% exposure w/ $\nu$’ limit and the ‘87% exposure w/ no $\nu$’ limit, and treating it as a single experiment. Each limit is calculated 100 times with background events randomly drawn from their distributions. The resulting limits are averaged and averages are shown in this figure.
scaling behavior.

### 7.2.3 Physics with a Detector Close to the Neutrino Source

A suitable detector within tens of meters of the stopped pion source could gather a rather large sample of elastic neutrino coherent scatters for physics studies. The 300 ft adit at DUSEL could provide direct tunnel access to an envisioned experimental site for such a detector, with the cyclotron located just outside the tunnel. As discussed earlier, a coherent cross section measurement is sensitive to a number of physics possibilities. For simplicity, we consider a flux-integrated total cross section measurement as our figure of merit. However, the shape of the cross section as a function of energy is also interesting, especially in the case that a measured total cross section is inconsistent with expectation.

Although many low-threshold nuclear-recoil-sensitive detector technologies could work, for concreteness we consider the specific example of a set of GEODM-derived detectors with 16.7 kg raw mass, 20 m away from the stopped-pion neutrino source. With the optimistic efficiency estimate (Figure 7-3) and a fiducial mass of 10 kg, we expect a detected coherent rate of 0.74 events/(10 kg·day) within the 13% beam-on time window. The background rate design goal for such an experiment would be <0.1 events/(10 kg·day) within the same window. This rate seems reasonable with ~300 ft of rock shielding along with modest passive/active shielding immediately surrounding the detector for prompt cosmic-ray-induced background attenuation/tagging. The radiogenic background is assumed negligible, at a rate consistent with GEODM deep underground. The uncertainty on the non-beam related background estimate will easily be statistics-dominated with an \( \text{in situ} \) background measurement during beam-off. We also assume that there are no background events from neutrons produced by the DAR neutrino source at a 20 m baseline with 17 m rock and 3 m Fe shielding. This assumption was justified by performing a Geant4 \[83\] simulation of an isotropic neutron source along a 20 m baseline, fitting the flux at various distances from the neutron source to the functional form

\[
F(z) = \frac{Ae^{-z/\lambda}}{z^2},
\]

where \( A \) and \( \lambda \) are fit parameters and \( z \) is the distance along the baseline. The rate from this fit was extrapolated to 20 m distance and a 50 kg·year exposure, and the number of neutron events was found to be negligible. The neutron flux and spectrum used were taken from the SNS source.

A 50 kg·year exposure with the previously described experimental design would yield about 1350 coherent events, assuming a coherent cross section consistent with the Standard Model. With an optimistic 1% uncertainty on the target mass, 0.1 background events/(10 kg·day) with statistical-only error, 2% absolute flux normalization uncertainty, and a 0.5% uncertainty on the energy resolution near threshold, a flux-averaged total cross section measurement with <5% (statistical and systematic) uncertainty would be achieved. The assumptions that went into the event rate and
cross section measurement uncertainty estimates are summarized in Table IV.

### 7.2.4 Conclusions

Coherent elastic neutrino-nucleus scattering has never been observed. Relevant for supernova evolution, supernova-burst neutrino detection, probing non-standard neutrino interactions, and measuring $\sin^2 \theta_W$ with neutrinos at low-$Q$, the process is very well predicted by the Standard Model and confirmation of the $\sim 5\%$ precision theoretical cross section prediction is needed.

Dark matter detectors can double as coherent neutrino scattering experiments as the products of WIMP and coherent scattering interactions are predicted to be nearly identical. In the case of a decay-at-rest neutrino source and a suite of dark matter experiments at the same site, the deep underground detectors there would merely need to receive a beam timing signal in order to participate in the coherent search. Furthermore, these detectors would receive a free dark matter detection consistency check in the form of non-WIMP rare events in a well-known time window—all with a modest cost to the WIMP analysis/exposure. In both optimistic and baseline detection scenarios, the best limit on the WIMP-nucleon cross section uses only data from the period when the DAR source is off. Depending on the efficiency scenario, the cross section limit may be only about 12% weaker than if no neutrino source were present.

A coherent neutrino interaction discovery in GEODM could be achieved with a 2 ton-year exposure. About 2.0 detected coherent neutrino events/ton/year over a background of 0.03 events/ton/year are expected in a GEODM-style detector at a 2.3 km baseline, given optimistic assumptions for energy threshold and detection efficiency. Even in a conservative (baseline) scenario, with energy threshold and efficiency reasonably consistent with CDMS II, evidence for coherent neutrino scattering could be obtained with a 4.5 ton-year exposure. In addition, a 10 kg fiducial mass GEODM-derived detector brought within 20 m of the neutrino source could collect about 1350 events with a 50 kg-year exposure. Such a sample would be good for a $<5\%$ flux-averaged total cross section measurement uncertainty and significant tests of the Standard Model.
7.3 Oscillation of eV-Scale Sterile Neutrinos

Sterile neutrino models have been invoked to explain a series of intriguing oscillation signals at $\Delta m^2 \sim 1 \text{eV}^2$ [164–166]. These signals have relied on neutrino detection through charged current interactions. In the case of charged current appearance, the signal is interpreted as an active flavor oscillating to another active flavor, which can occur at these high $\Delta m^2$ values if one or more neutrino mass states with $m_4, \ldots \sim 1 \text{eV}$ is added to the neutrino mass spectrum. The extra mass states are assumed to participate in neutrino oscillations, and must therefore be small admixtures of weakly-interacting neutrino flavor states, with the remaining flavor composition being sterile (i.e. non-weakly-interacting). In the case of charged current disappearance, the signal is interpreted as arising from active-flavor neutrino ($e, \mu, \tau$) oscillation to any other neutrino flavor ($e, \mu, \tau, \text{or } s$, with $s$ being the sterile flavor).

The oscillation probabilities for appearance and disappearance through charged current searches are expressed as functions of the active flavor content of the extra mass eigenstate(s) [164, 165]. In this paper, we assume that only one such extra mass state, $m_4$, exists. In that case, the oscillation probabilities are given by

$$P(\nu_\alpha \rightarrow \nu_\beta \neq \alpha) = 4|U_{\alpha 4}|^2|U_{\beta 4}|^2 \sin^2(1.27\Delta m^2_{41}L/E)$$  \hspace{1cm} (7.4)

in the case of active appearance searches, and

$$P(\nu_\alpha \rightarrow \nu_\phi) = 4|U_{\alpha 4}|^2(1 - |U_{\alpha 4}|^2) \sin^2(1.27\Delta m^2_{41}L/E)$$  \hspace{1cm} (7.5)

in the case of active disappearance searches, where $\alpha, \beta = e, \mu, \tau$; $\phi$ corresponds to all flavors other than $\alpha$, including active and sterile; $|U_{\alpha 4}|^2$ corresponds to the $\alpha$-flavor content of the fourth mass eigenstate; and $L$ and $E$ represent the neutrino travel distance and energy, respectively. Note that neither search case is purely sensitive to the sterile neutrino content of the extra neutrino mass state, $|U_{s 4}|^2$. In this paper, we discuss a strictly neutral current search using coherent neutrino scattering that allows for pure active-to-sterile oscillation sensitivity.

7.4 Sterile Searches at DAR Neutrino Source

An active-to-sterile neutrino oscillation search is motivated in Section 7.4.1. We describe an experimental design which makes use of a high intensity pion- and muon-decay-at-rest (DAR) neutrino source in Section 7.4.2. The coherent scattering process is introduced and the experimental design is discussed in Section ???. Sensitivities to neutrino oscillations at $\Delta m^2 \sim 1 \text{eV}^2$ are shown in Section 7.4.4.

7.4.1 Motivation for an Active-to-Sterile Oscillation Search

A decade ago, sterile neutrino oscillation models were largely motivated by the LSND anomaly [164–167, 170]. This result presented a $3.8\sigma$ excess of $\bar{\nu}_e$ events consistent with $\bar{\nu}_e \rightarrow \bar{\nu}_e$ oscillations described by Eq. 7.4 at $\Delta m^2 \sim 1 \text{eV}^2$ and $\sin^2 2\theta_{\mu e} =
4|U_{e4}|^2|U_{\mu 4}|^2 \sim 0.003. The apparent appearance signal is thus interpreted as indirect evidence for at least one additional neutrino carrying the ability to mix with active flavors. Being mostly sterile, an additional neutrino avoids conflict with measurements of the Z invisible width [171] (characteristic of three weakly-interacting light neutrino states) and the three-neutrino oscillation model established by solar [138, 172], reactor [173], and atmospheric/accelerator [174, 176] experiments.

The LSND signal was not present in a similar but less sensitive $\bar{\nu}_\mu \rightarrow \bar{\nu}_e$ oscillation search by the KARMEN experiment [177]. More recently, however, the MiniBooNE experiment [178] has explored the $\Delta m^2 \sim 1 \text{ eV}^2$ parameter space and yielded a number of interesting results. MiniBooNE features a higher beam energy and larger distance than LSND but preserves the $L/E$ oscillation probability dependence, allowing for an independent cross check of the signal. In searching for $\nu_e$ appearance in a pure $\nu_\mu$ beam, MiniBooNE has excluded $\nu_\mu \rightarrow \nu_e$ oscillations in the LSND $\Delta m^2$ range at the 90% CL [179]. However, MiniBooNE’s search for $\bar{\nu}_\mu \rightarrow \bar{\nu}_e$ oscillations in “anti-neutrino-mode” is only consistent with the no oscillation hypothesis at the 0.5% level [180]. The anti-neutrino result is consistent with LSND and $\bar{\nu}_\mu \rightarrow \bar{\nu}_e$ oscillations in the $\Delta m^2 = 0.1 - 1.0 \text{ eV}^2$ range. The statistics-limited measurement is expected to improve with additional data being taken through at least 2012.

Recently, further results for $\bar{\nu}_e$ disappearance at high $\Delta m^2$ have been reported from short-baseline reactor anti-neutrino experiments. More specifically, a re-analysis of the anti-neutrino spectra produced by fission products in a reactor core [181] has led to an effect termed “the reactor anti-neutrino anomaly”, where the ratio of the observed anti-neutrino rate to the predicted rate deviates below unity at 98.6% CL [182]. This can be interpreted as disappearance according to Eq. 7.5, where charged current interactions of active flavors other than $e$ are kinematically forbidden, and/or where the oscillation was into a non-interacting sterile neutrino. Assuming CPT conservation, which requires that Eq. 7.5 holds for both neutrinos and anti-neutrinos, the strongest limits on $\bar{\nu}_e$ disappearance come from a joint analysis of KARMEN and LSND $\nu_e + ^{13}\text{C} \rightarrow ^{12}\text{N}_{gs} + e^- \gamma$ scattering events, analyzed for evidence of $\nu_e$ disappearance [183]. The reactor-anomaly signal is found to be marginally consistent with the KARMEN and LSND $\nu_e$ disappearance results.

The above experiments feature a single source, single detector design. An alternative approach is a near-far detector configuration, where the measured flux in the near detector replaces the first-principles flux prediction. A near-far design removes a significant source of uncertainty due to the flux prediction, especially if the detectors are built to be nearly identical. Using the near-far technique, the CDHS [184], CCFR [185], and SciBooNE/MiniBooNE [186] experiments have probed neutrino disappearance at $\Delta m^2 \sim 1 \text{ eV}^2$ using $\nu_\mu$ charged current interactions. Among the recent near-far comparison data sets, the MINOS experiment has set the only limits on active-to-sterile oscillations using neutral current interactions [187].

### 7.4.2 The Neutrino Source

A DAR neutrino source can be employed to search for active-to-sterile neutrino oscillations through the neutral current coherent scattering interaction. A search for
active-to-sterile oscillations is envisioned with a series of measurements at different values of \( L \) from the DAR source. In our design, a cyclotron directs a proton beam to two graphite targets embedded in a single iron shield. As the DAR neutrino flavor content and energy distribution is driven by the weak interaction, the well understood flux emitted isotropically from each target will be effectively identical, barring oscillations, at each baseline \( L \). We consider two dark matter detector technologies; a germanium-based CDMS-style detector and a liquid argon-based one similar to the CLEAN \cite{188} and CLEAR designs.

**Targeting to allow multiple baselines**

The experiment described here could use one of these DAE\( \delta \)ALUS cyclotrons, described in Section \cite{7.2} combined with a dual-target configuration as a neutrino source. In a baseline scenario, the cyclotron-based beam will be diverted between the two targets so that no target receives more than 1 MW average power. The beam will be directed at 90° with respect to the detector, so as to minimize DIF backgrounds. Notably, a multi-target design can also be exploited for a charged current neutrino interaction oscillation measurement with a common detector and multiple baselines. The main technical issue in the two-target cyclotron design is maintaining a good vacuum in the two-prong extraction line. The beam will be “painted” across the face of each target in order to prevent hot spots in the graphite, an effect which will dominate the ±25 cm uncertainty on the experimental \( L \) from each neutrino source. The targets will be arranged in a row enveloped within a single iron shield, with the detector located 20 m downstream of the near target and 40 m downstream of the far target. This configuration has been found to provide the best overall sensitivity to the LSND allowed region.

The analysis below exploits the \( L \) dependence of neutrino oscillations. Therefore, the flux of protons on each target must be well understood in time; standard proton beam monitors allow a 0.5% measurement precision. The absolute neutrino flux is less important, as sensitivity to the oscillation signal depends on relative detected rates at the various distances. The systematic uncertainty associated with the flux normalization is 10% if there is no large water or oil detector available and 1.1% if such a detector does exist. A high statistics \( \nu \)-electron scattering measurement at a large water detector provides a precise determination of the flux normalization.

**7.4.3 Experimental Setup**

The envisioned experimental setup is consistent with the current DAE\( \delta \)ALUS accelerator proposal and follows a realistic detector design. A single DAE\( \delta \)ALUS cyclotron will produce \( 4 \times 10^{22} \nu/\text{flavor/year} \) running with a duty cycle between 13% and 20%. A duty cycle of 13% and a physics run exposure of five total years are assumed here. With baselines of 20 m and 40 m, the beam time exposure distribution at the two baselines is optimal in a 1 : 4 ratio: one cycle to near (20 m), four cycles to far (40 m). Instantaneous cycling between targets is important for target cooling and removes systematics between near and far baselines associated with detector changes.
over time. The accelerator and detector location is envisioned inside an adit leading into a sharp 300 ft rise at the Sanford Research Facility at Homestake, in South Dakota. The neutrino flux normalization uncertainty at each baseline is conservatively expected at 1.5%. We assume the flux has been constrained to this level by an independent measurement of $\nu$-electron scattering with a large water-based Cerenkov detector also assumed to be in operation at Sanford Labs. The 1.5% uncertainty estimate takes into consideration the theoretical uncertainty in the $\nu$-electron scattering cross section and the statistics achievable with a large water detector. The flux normalization correlation coefficient between the near and far baselines is conservatively set to 0.99, its deviation from unity being dominated by differences between the two beam dumps. An uncorrelated systematic uncertainty of 0.5% at each baseline, is also included. The general experimental assumptions can be seen in Table 7.5.

We also consider a “dedicated” physics run scenario in which the duty factor is raised from 13% to 50% for all five years. With the instantaneous power achievable remaining constant, this change leads to an average power increase of a factor of 4. Steady-state and beam-related backgrounds also increase by this factor in a dedicated scenario. The nominal duty factor of 13% is driven by the requirement that the various DAEdALUS accelerator baseline beam windows do not overlap in time. A dedicated scenario is possible in consideration of maintaining sufficient target cooling and the phased DAEdALUS deployment timeline. With a 13% duty factor only required when all baselines have operational accelerators, a longer duty factor and higher average power seems possible in DAEdALUS single-baseline-only operation. Note that although only two targets are required for the experimental design described here, supplementing the beamline with more targets can ensure optimal use of beam time in consideration of cooling requirements and ultimately increase neutrino oscillation sensitivity.

**Germanium detector – signal and backgrounds**

A 100 kg active mass of germanium is considered for the experiment described here, using detectors similar to SuperCDMS iZIPs. The detection efficiency above a 10 keV threshold is set to 0.67 with a 3% energy resolution near the threshold. These assumptions are reasonably conservative, based on our experience with the analysis in Chapter 5.
Two classes of background events are considered for a germanium experiment:

1. **Misidentified electronic recoils** - Electronic recoils can be produced by photons and beta particles interacting with the active detection medium. Misidentification of such events is particularly problematic near the detector surfaces, where the collection of electron-hole pairs is suppressed and discrimination is less effective. We assume a rate of radiogenic background detection (∼2 events/year) above 10 keV, which is consistent with the iZIP performance studies described in Chapter 3.

2. **Cosmogenic neutrons** - Single scatter neutrons can produce a signal identical to a coherent neutrino scattering event, and the rate of these events would be significant at a shallow site. As a point of reference for surface experiments, the CDMS experiment located at the Stanford Underground Facility with 16 m.w.e. of overburden measured a neutron background of 0.67 events/(kg·day) [189]. This figure could be significantly reduced with additional active and passive shielding and the larger overburden envisioned for the DAEδALUS site. A cosmogenic-induced background of 0.1 detected events/(10 kg·day), after correcting for efficiency and during beam-on, is assumed. This value is considered a design goal and can be met with a 300 ft overburden and modest active and passive shielding.

In this study, the estimated radiogenic and cosmogenic background rates are distributed evenly across the germanium nuclear recoil energy range considered, 10 keV to 100 keV. We neglect other sources of background, such as radiogenic neutrons from the rock cavern surrounding the experiment. Dark matter experiments with large exposure, such as CDMS II, have typically not been limited by this source of background.

**Liquid argon detector – signal and backgrounds**

A single phase liquid argon detector can be used to detect the scintillation light created by WIMP- or coherent neutrino-induced nuclear recoils. Such detectors employ a large, homogeneous liquid argon volume surrounded by photomultiplier tubes (PMTs). Inner detector surfaces as well as the PMTs themselves are usually covered in a wavelength shifting substance which converts the 128 nm scintillation light into the visible spectrum for detection.

A 456 kg active mass of liquid argon with a flat efficiency of 0.50 above a 30 keV energy threshold is considered for the experiment described here. The detection volume and efficiency are consistent with the proposed CLEAR design [154]. An 18% energy resolution near threshold is used, assuming resolution slightly worse than what would be expected from photoelectron Poisson statistics [190], 6 photoelectrons/keVee light collection, and a quenching factor of 0.25 [191].

There are three primary sources of background that are considered for a single phase liquid argon detector:
1. **Cosmogenic neutrons** - The muon-induced neutron background is contingent on the geometry of the site, overburden, and active/passive detector shielding. Muon events and muon-induced neutrons can be vetoed with high efficiency and low detector dead time in a liquid argon detector near the surface [154]. The target design cosmogenic background is 0.1 detected events/(10 kg day).

2. **$^{39}$Ar contamination** - $^{39}$Ar is a naturally occurring radioisotope with an isotopic abundance of $^{39}$Ar/Ar = $8 \times 10^{-16}$, corresponding to a specific activity of 1.01 Bq/kg [192]. The isotope is a beta emitter with an energy endpoint of 565 keV. Pulse-shape discrimination (PSD) can be used to separate the $^{39}$Ar-induced electronic recoils from the nuclear recoils produced in WIMP and coherent neutrino scattering events [193]. The electronic recoil contamination (ERC) of the nuclear recoils decreases exponentially as the number of photoelectrons detected increases. Refs. [194, 195] measure the ERC for PSD in the single phase liquid argon DEAP-1 detector (4.85 photoelectrons per keVee) and also provide a “theoretical” Monte Carlo estimate of the ERC attainable for an ideal detector with $4\pi$ PMT coverage and 6 photoelectrons/keVee. Both scenarios correspond to a 50% efficiency for nuclear recoil detection in the fiducial volume. Note that, according to Ref. [196], the MicroCLEAN experiment has achieved 6 photoelectrons/keVee sensitivity. The abundant $^{39}$Ar background could further be alleviated with the use of depleted argon from underground sources, which has an isotopic abundance of $^{39}$Ar that is <5% of natural argon at the surface [197]. Figure 7-5 shows the rate of $^{39}$Ar after PSD with 13% on-time, for two assumptions of ERC reported in Ref. [194]. The theoretical ERC with non-depleted liquid argon is employed for this study.

3. **Surface contamination** - Radioactive impurities on the detector surfaces can decay and contribute to the background. These surface backgrounds have been measured in the DEAP-1 detector and were found to have an activity of $1.3 \times 10^{-4}$ Bq [198]. Depending on the origin of these events, the scaling and resulting background prediction can differ. If the events are due exclusively to $^{210}$Pb surface contamination, the DEAP-1 figure can be scaled by detector surface area to yield $1.3 \times 10^4$ events/year. However, this rate may be substantially reduced by the use of cleaner materials, scrubbing of the surface, and fiducialization. A surface background contamination of 100 detected events/year is assumed here and can be considered a design goal.

The 30 keV energy threshold employed here is larger than the oft-chosen 20 keV threshold in single phase liquid argon detectors in order to mitigate the steeply falling $^{39}$Ar contamination. If $^{39}$Ar discrimination improves in a future design, adjusting the threshold to (e.g.) 20 keV would allow a 60% larger signal sample. In this study, the estimated surface and cosmogenic background rates are distributed evenly across the argon nucleus recoil energy range considered, 30 keV to 200 keV.

One additional possibility that would significantly reduce the non-beam-related background would be to use a pulsed source of neutrinos, such as at the Spallation...
Figure 7-5: The expected $^{39}$Ar background energy spectrum under two sets of assumptions. The line labeled “Measured” corresponds to an ERC that was obtained in a detector with 4.85 photoelectrons/keVee. The line labeled “Theoretical” is the ERC simulated in an ideal detector with 6 photoelectrons/keVee and represents the background ERC used for this study. Both lines correspond to a 50% efficiency for detecting nuclear recoils in the fiducial volume.

Neutron Source (SNS). The SNS produces protons in very short bunches of <750 nsec at a rate of about 60 Hz, so that the time window for expected signal events is a small fraction of the total running time. Combining a pulsed DAR beam structure with a liquid argon detector was previously proposed by the CLEAR experiment [154], allowing them to claim an additional rejection of $6 \times 10^{-4}$ for steady-state, non-beam-related backgrounds using a timing cut. Although the DAEδALUS proposal does not include this timing structure, the experimental concept described here could be employed at other facilities.

The detector-specific assumptions are summarized in Table 7.6 and the expected signal and background rates are shown in Fig. 7-6.

**Neutron flux from the source**

DAR sources produce a large flux of neutrons, arising from spallation reactions of protons with the beam dump material. For the DAR source considered here, the neutrons have energies up to 800 MeV. In a 1 MW beam, the neutron production rate is $\approx 10^{16}$/s and attenuation lengths may be as high as tens of centimeters. Single scatter neutrons can produce elastic recoils in the detector volume that are indistinguishable from coherent neutrino scattering on an event-by-event basis. Moreover, because the neutron flux is attenuated by matter, underestimating the neutron background in the detector could mimic a deviation from the $1/r^2$-dependence of the neutrino flux, similar to what is expected for neutrino disappearance. It is therefore essential to
Table 7.6: The assumptions relevant for the specific detector technologies considered.

<table>
<thead>
<tr>
<th></th>
<th>$^{68}\text{Ge}$</th>
<th>$^{40}\text{Ar}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Active mass</td>
<td>100 kg</td>
<td>456 kg</td>
</tr>
<tr>
<td>Efficiency</td>
<td>0.67 (flat)</td>
<td>0.50 (flat)</td>
</tr>
<tr>
<td>Threshold</td>
<td>10 keV</td>
<td>30 keV</td>
</tr>
<tr>
<td>$\Delta E$ at threshold</td>
<td>3%</td>
<td>18%</td>
</tr>
<tr>
<td>Radiogenic background</td>
<td>2/year</td>
<td>See text</td>
</tr>
<tr>
<td>Cosmogenic background</td>
<td>0.1/(10 kg·day)</td>
<td>0.1/(10 kg·day)</td>
</tr>
<tr>
<td>Beam-related background</td>
<td>0/year</td>
<td>0/year</td>
</tr>
</tbody>
</table>

Figure 7-6: The expected non-oscillated signal and total background rates at a 20 m baseline for the two detector technologies considered in the baseline physics run scenario. The rates correspond to what is expected for one full year of near-target-only operation at 13% duty factor.

locate the detector far enough from the source that the beam-related neutron flux is negligible.

A precise estimate of the neutron flux would require detailed knowledge of the experimental site, beam configuration, and shielding. The neutron flux is estimated with a Monte Carlo simulation of the experimental geometry consistent with the DAEδALUS proposal and several simplifying assumptions. Instead of simulating the passage of neutrons through the beam dump shielding, we simply assume that a cubic shield with sides of length 6 m is sufficient to reduce the escaping neutron flux to a level consistent with safety regulations. Also, we assume that this cube of shielding is adjacent to a rock (SiO$_2$) cliff. The maximum permissible annual dose for workers in a restricted area with a neutron beam is 100 mRem. The neutron flux escaping the shielding is set to a rate equivalent to an exposure of 100 mRem in 40 hours.

Using a Geant4-based simulation [83], neutrons are injected at the edge of the shielding cube. The neutrons are simulated in energy bins from 0-30 MeV. The flux
is tallied at 20 cm intervals into the rock cliff, and the fluxes beyond 1 m into the cliff are fit to the functional form
\[ \Phi(z) = \frac{Ae^{-z/\lambda}}{z^2}, \] (7.6)
where \( A \) and \( \lambda \) are fit parameters, and \( z \) is the distance from each flux tally point to the DAR source. The neutron fluxes are in reasonable agreement with this functional form. The fit function is then used to extrapolate the flux to a full year of running and larger distances from the source. A simulation is also employed to estimate the fraction of incident neutrons that produce single-scatter nuclear recoils in the detection volume. Less than 0.2 beam-related events are expected per year for a 456 kg liquid argon detector at a 12 m baseline. The beam-related background at 20 m from the source, the shortest relevant detector baseline considered here, is therefore assumed to be negligible.

### 7.4.4 Measurement Strategy and Sensitivity

#### Overall strategy

Neutrino oscillations depend upon neutrino energy and distance traveled. Since the neutrino energy cannot be reconstructed precisely with the coherent interaction, our sensitivity to the oscillatory behavior arises mainly from \( L \), a value which is well determined by the location of the target being used at any given time and its distance to the common detector. In the case that a disappearance signal is detected, the target exposure priorities for the two baselines can be optimized to maximize sensitivity.

The purely neutral current experiment described is sensitive to the effective disappearance of all three types of neutrinos present in the beam, \( \nu_\mu \), \( \bar{\nu}_\mu \), and \( \nu_e \), into \( \nu_s \). We assume this disappearance can be approximated by a two-neutrino oscillation driven by a \( \Delta m^2 \) in the LSND allowed region, and that the oscillation probability under the approximation is the same for neutrinos and anti-neutrinos. The baselines for the experiment, 20 m and 40 m, have been chosen in order to provide the best sensitivity to the LSND allowed parameter space, given the neutrino energy spectrum of each flavor in the beam. The experiment described here provides indirect sensitivity to the LSND allowed parameter space by simultaneously measuring terms describing the amplitude of active neutrino mixing to a sterile neutrino:

\[ 4|U_{e4}|^2|U_{s4}|^2 \text{ in the case of } \nu_e \text{ in the beam, and } 4|U_{\mu4}|^2|U_{s4}|^2 \text{ in the case of } \nu_\mu \text{ and } \bar{\nu}_\mu \text{ in the beam.} \]

These terms are then translated to the appearance amplitude measured by LSND, \( \sin^2 2\theta_{\mu e} = 4|U_{e4}|^2|U_{s4}|^2 \). Sensitivity to \( \sin^2 2\theta_{\mu e} \), along with simultaneous sensitivity to \( \sin^2 2\theta_{ee} = 4|U_{e4}|^2(1 - |U_{e4}|^2) \) and \( \sin^2 2\theta_{\mu\mu} = 4|U_{\mu4}|^2(1 - |U_{\mu4}|^2) \), are considered the figures of merit here, as they can be easily compared to existing charged current appearance and disappearance measurements. Of course, distinguishing between \( \sin^2 2\theta_{ee} \) and \( \sin^2 2\theta_{\mu\mu} \) in the case of an observed disappearance is not possible in a flavor-blind experiment. Therefore, we rely on marginalizing over the full parameter space of \( |U_{\mu4}| \) and \( |U_{e4}| \) explored, in the most conservative case possible, when drawing sensitivity contours for each case.

The sensitivity to any particular set of oscillation parameters is obtained by simul-
taneously fitting the expected flavor-summed coherent signal events as a function of recoil energy at the near and far baselines. The events at each baseline are distributed among bins of nuclear recoil energy (1 bin/10 keV); however, the sensitivity results are largely insensitive to the number of recoil energy bins used in the comparison.

Sensitivities

The signal predictions are evaluated for each set of oscillation parameters, $\Delta m^2_{41} \equiv \Delta m^2$, $|U_{\mu 4}|$, and $|U_{e 4}|$. A $\chi^2$ is calculated by comparing the oscillations-predicted spectra, including backgrounds, to the no-oscillations prediction.

The $\chi^2$ is constructed as

$$
\chi^2 = \sum_{i,j=1}^{N_{\text{bins}}} (P_i - N_i)(P_j - N_j)M^{-1}_{ij},
$$

(7.7)

where $i$ and $j$ denote the energy bins at the near and far baselines, respectively; $P_i$ is the oscillations-predicted event spectrum as a function of $N_{\text{bins}} = 1, ..., 10, 11, ..., 20$ bins, corresponding to (e.g.) 10 energy bins for the two baselines appended side by side; $N_i$ is the corresponding no-oscillations spectrum; and $M^{-1}_{ij}$ is the inverse covariance matrix including statistical and systematic uncertainties and normalization systematic correlations between the two baselines and different recoil energy bins. Note that the background contributions to $P_i$ and $N_i$ cancel. The background-contributed statistical uncertainty, however, is accounted for in $M_{ij}$. The background contribution can be measured with high statistics during beam-off cycles, and so systematic uncertainties associated with background are small relative to statistical uncertainties.

The oscillations-predicted spectra, $P_i$, are obtained by summing over all neutrino flavors predicted in each recoil energy bin of the unoscillated spectrum, and reweighting each neutrino according to its flavor $\alpha = e, \mu$ by the following “active” survival probability

$$
P(\nu_\alpha \rightarrow \nu_{\text{active}}) = 1 - P(\nu_\alpha \rightarrow \nu_s) \\
= 1 - \sin^2 2\theta_{\alpha s} \sin^2(1.27\Delta m^2 L/E),
$$

(7.8)

where $\nu_{\text{active}}$ can be any active state including $\nu_\alpha$, and $\sin^2 2\theta_{\alpha s} = 4|U_{\alpha 4}|^2|U_{s 4}|^2$. By unitarity assumptions, $|U_{s 4}|^2$ is a function of $\sum_{\alpha = e, \mu, \tau} |U_{\alpha 4}|^2$,

$$
|U_{s 4}|^2 = 1 - \sum_{\alpha = e, \mu, \tau} |U_{\alpha 4}|^2.
$$

(7.9)

During the fit, we vary $|U_{e 4}|$, $|U_{\mu 4}|$, and $\Delta m^2$. For simplicity, however, we assume $|U_{\tau 4}| = 0$. Note that a non-zero $|U_{\tau 4}|$ would increase the active survival probability for any given $|U_{e 4}|$ and $|U_{\mu 4}|$, and would therefore make this search slightly less sensitive to oscillations in terms of $\sin^2 2\theta_{\mu e}$. On the other hand, if non-zero $|U_{e 4}|$ and $|U_{\mu 4}|$ were to be established independently by other short baseline experiments, the type of
neutral current search outlined in this paper may offer sensitivity to \( U_{\tau 4} \), depending on the sizes of \( |U_{e4}|, |U_{\mu 4}| \) and \( |U_{\tau 4}| \).

Figures 7-7, 7-8 and 7-9 show the expected sensitivity to the LSND allowed region with a germanium detector in the baseline and dedicated physics run scenarios and an argon detector in the baseline scenario, respectively. In obtaining the sensitivity curves, the 3D search grid is reduced from \((\Delta m^2, |U_{e4}|^2, |U_{\mu 4}|^2)\) to a 2D space of \( \Delta m^2 \) and \( \sin^2 2\theta_{\mu e} = 4|U_{e4}|^2|U_{\mu 4}|^2 \). Note that a non-zero \( \sin^2 2\theta_{\mu e} \) requires both \( \nu_e \) and \( \nu_\mu \) disappearance.

The \( \sin^2 2\theta_{\mu e} \) sensitivity curves are obtained using a raster scan in \( \Delta m^2 \) space. That is, each curve maps out the maximum \( \sin^2 2\theta_{\mu e} = 4|U_{e4}|^2|U_{\mu 4}|^2 \) which satisfies \( \chi^2 \leq \Delta \chi^2_{cut} \) at a given confidence level, for each point in \( \Delta m^2 \). The 90%, 99%, and 3\( \sigma \) confidence level curves shown in this paper correspond to \( \Delta \chi^2_{cut} = 1.64, 6.63, \) and 9.00 for a one degree of freedom, one-sided raster scan (90%), and a one degree of freedom, two-sided raster scan (99% and 3\( \sigma \)), respectively.

![Figure 7-7: Sensitivity to the LSND 90% CL allowed parameter space with a germanium-based detector under the baseline physics run scenario.](image)

Figure 7-7 shows the oscillation sensitivity for a germanium detector in terms of the disappearance amplitudes which would be accessible in charged current searches, \( \sin^2 2\theta_{ee} = 4|U_{e4}|^2(1 - |U_{e4}|^2) \) and \( \sin^2 2\theta_{\mu \mu} = 4|U_{\mu 4}|^2(1 - |U_{\mu 4}|^2) \) overlaid with the region allowed by LSND at 90% CL, assuming the LSND best-fit \( \Delta m^2 = 1.2 \text{ eV}^2 \). The curves are obtained using a one-sided raster scan in \( \sin^2 2\theta_{ee} \) with the \( \Delta \chi^2_{cut} \) values defined above. The figure also shows the approximate region of \( \sin^2 2\theta_{ee} \) values allowed at 90% CL by fits to the reactor anomaly and gallium experiment calibration data sets in Ref. [182]. The “reactor” allowed contour is for \( \Delta m^2 \gtrsim 1.5 \text{ eV}^2 \) and is relatively independent of \( \Delta m^2 \) in this region. As a reference, limits on \( \sin^2 2\theta_{\mu \mu} \) from the MINOS neutral-current oscillation search correspond to \( \sin^2 2\theta_{\mu \mu} < 0.1 \) at 90%
Figures 7-8 and 7-9 show that, despite the difference in fiducial mass, the 100 kg germanium detector performs slightly better than the 456 kg liquid argon one. The difference is in part due to the difference in nuclear recoil energy threshold; 10 keV for germanium, 30 keV for argon. This emphasizes the fact that a low detector energy threshold is important for obtaining a high-statistics sample of coherent neutrino scattering events as the rate is dominated by events with very low energy recoils ($\lesssim 10$ keV).

In a baseline physics run scenario, an experiment featuring a germanium- or argon-based detector can exclude the LSND best-fit mass splitting ($\Delta m^2 = 1.2$ eV$^2$) at 3.8$\sigma$ or 3.4$\sigma$, respectively. The LSND best-fit mass splitting is excluded at 4.8$\sigma$ in the dedicated, germanium-based physics run scenario considered. For sensitivity in terms of $\sin^2 2\theta_{ee}$ and $\sin^2 2\theta_{\mu\mu}$, a germanium-based experiment in the baseline scenario could exclude nearly all of the available 90% CL LSND parameter space at the 3$\sigma$ level and large portions of the available reactor anomaly allowed region, assuming $\Delta m^2 \sim 1.2$ eV$^2$.

### 7.4.5 Conclusions

This paper has described a method to search for active-to-sterile neutrino oscillations at relatively short baselines using neutral current coherent neutrino-nucleus scattering. Detection of such a process could definitively establish the existence of sterile neutrinos and measure their mixing parameters.

An experiment that relies on the high statistics detection of an as-yet-undetected...
process is obviously difficult. However, all of the technology required for such an experiment either exists or has been proposed with realistic assumptions. A cyclotron-based proton beam can be directed to a set of targets, producing a low energy neutrino source with multiple baselines. This allows a measurement of the distance dependence of an oscillation signal without moving detectors or instrumenting multiple devices. Both a germanium-based detector inspired by the CDMS design and a liquid argon detector inspired by the proposed CLEAR experiment would be effective for performing these measurements.

Along with relevance in understanding Type II supernova evolution and supernova neutrino detection, coherent neutrino-nucleus scattering can provide sensitivity to non-standard neutrino interactions, the weak mixing angle, and, as shown in this paper, neutrino oscillations at $\Delta m^2 \sim 1 \text{ eV}^2$. Depending on the detector technology and run scenario, the experiment described is sensitive to the LSND best-fit mass splitting at the level of 3-5$\sigma$ and can probe large regions of the LSND and reactor anomaly allowed regions. The experiment offers a pure and unique analysis of neutrino oscillations that is complementary to charged current-based appearance and disappearance searches.

### 7.5 Sterile Searches with Electron-Capture Neutrino Sources

The use of intense neutrino sources to probe sterile neutrinos has been proposed previously in the literature [199, 202]. The difficulty with all such detection schemes is the
Figure 7-10: Sensitivity to disappearance amplitudes accessible with charged current searches, assuming the LSND best-fit $\Delta m^2 = 1.2 \text{ eV}^2$. The sensitivity corresponds to a germanium-based detector under the baseline physics run scenario. The LSND band represents the 90% CL allowed values of $\sin^2 2\theta_{\mu e}$ at $\Delta m^2 = 1.2 \text{ eV}^2$. “Reactor” refers to the result reported in Ref. [182] and indicates the range of $\sin^2 2\theta_{ee}$ values preferred by a joint fit to reactor and gallium experiment calibration measurements. The reactor result is nearly independent of $\Delta m^2$, for $\Delta m^2$ values near and above 1.5 $\text{eV}^2$.

In our study, we will mainly consider mono-energetic electron capture sources, all of which have neutrino energies below 1 MeV. The maximum momentum transfer for such sources is $|q_{\text{max}}| \leq 2E_\nu \ll 2 \text{ MeV}$. Since the form factor $F(q^2) \to 1$ for cases where the scale of the momentum probe is much larger than the size of the nucleus, we can safely ignore this correction factor for our analysis.

The maximum kinetic energy imparted on the nuclear recoil depends on the neutrino energy and the mass of the recoil target:

$$T_{\text{max}} \leq \frac{E_\nu}{1 + \frac{M_A}{2E_\nu}} \quad (7.10)$$

low energy threshold necessary to detect the signature nuclear recoil. Such difficulties are circumvented by either resorting to targets with low mass numbers—considerably lowering the cross-section amplitude and requiring large mass detectors—or by looking instead at the charged current reaction using higher energy neutrinos. In this section, we discuss a low energy threshold detector based on cryogenic bolometers that has the capability of reaching recoil energy thresholds as low as 10 eV. Such detectors re-open the door to neutral current coherent scattering as a method for sterile neutrino detection.
For a silicon target at 1 MeV, that implies a maximum kinetic energy of about 50 eV. For a germanium target the maximum kinetic energy would be around 20 eV. Such low kinetic energies are why detection of the process has been so elusive to date. The fraction of events that is detectable by a given experiment depends crucially on the inherent threshold of the detector. For a monochromatic source of energy $E_\nu$, the effective cross-section can be written as:

$$\bar{\sigma} = \int_{T_0}^{T_{\text{max}}} \frac{d\sigma}{dT}(E_\nu) \cdot dT$$

where $\sigma_0(E_\nu) = \frac{G_F^2}{4\pi} E_\nu^2 Q_W^2$ is the total integrated cross-section assuming no energy threshold and $f(E_\nu, T_0)$ represents the fraction of events above a given threshold energy, $T_0$. In the limit that $E_\nu \ll M_A$, the fraction of events above threshold can be written as:

$$f(E_\nu, T_0) = (1 - \frac{T_0}{T_{\text{max}}})^2$$

Any detector hoping to detect such a signal with sufficient statistics must achieve as low a recoil threshold as possible.

### 7.5.1 The $^{37}$Ar Source

Oscillometry-based measurements benefit greatly from the use of mono-energetic neutrino sources, since it reduces the measurement to a pure flux-versus-distance analysis. Low energy electron capture sources provide the most effective and clean source of such neutrinos available to date [203]. A number of such neutrino sources have been considered in the literature; a few of them are listed in Table 7.7. Historically, two such high intensity source have been produced for neutrino studies: a $^{51}$Cr source, used by the SAGE and GALLEX experiments [204, 205], and an $^{37}$Ar gaseous source used in conjunction with the SAGE experiment [206].

<table>
<thead>
<tr>
<th>Source</th>
<th>Half-Life</th>
<th>Progeny</th>
<th>Production</th>
<th>$E_\nu$</th>
<th>Gamma (?)</th>
</tr>
</thead>
<tbody>
<tr>
<td>$^{34}$Ar</td>
<td>35.04 days</td>
<td>$^{34}$Cl</td>
<td>$^{40}$Ca(n,(\alpha))$^{44}$Ar</td>
<td>811 keV (90.2%)&lt;br&gt;813 keV (9.8%)</td>
<td>inner brem</td>
</tr>
<tr>
<td>$^{51}$Cr</td>
<td>27.70 days</td>
<td>$^{51}$V</td>
<td>n capture on $^{50}$Cr</td>
<td>747 keV (81.6%)&lt;br&gt;752 keV (8.5%)</td>
<td>320 keV $\gamma$</td>
</tr>
<tr>
<td>$^{65}$Zn</td>
<td>244 days</td>
<td>$^{65}$Cu</td>
<td>n capture on $^{64}$Zn</td>
<td>1343 keV (49.3%)&lt;br&gt;227 keV (50.7%)</td>
<td>1.1 MeV $\gamma$</td>
</tr>
</tbody>
</table>

Table 7.7: List of properties of selected electron capture neutrino sources.
The $^{37}\text{Ar}$ source is perhaps the most ideal with respect to a future coherent-scattering measurement, for a number of reasons:

- $^{37}\text{Ar}$ produces a very high-energy, near mono-energetic neutrino (90.2% at 811 keV, 9.8% at 813 keV).
- With the exception of inner bremsstrahlung photons, almost all the energy is carried away by neutrinos, facilitating shielding and enabling the source to be extremely compact.
- Extremely high production yield per reactor target.

The SAGE collaboration successfully produced such a source with a total activity of about 400 kCi to be used in conjunction with their gallium solar neutrino detector. The source was also very compact, extending 14 cm in length and 8 cm in diameter, including shielding [207]. Further reduction in size might be possible, even with increased activity, making $^{37}\text{Ar}$ an ideal portable neutrino source.

Despite its clear advantages as a source and its historical precedent, production of such sources is less than ideal. The reaction process by which it is generated ($^{40}\text{Ca}(n,\alpha)^{37}\text{Ar}$) requires a high fast neutron flux above 2 MeV, an energy regime where few reactors operate [208, 209]. Production also requires large amounts of CaO and processing in nitric oxide, which makes post-production handling difficult. Far less complex to produce is $^{51}\text{Cr}$, which requires only thermal neutrons capturing on $^{50}\text{Cr}$. However, as a source, the high energy gamma produced from the decay of the excited state of $^{51}\text{V}$ imposes more shielding requirements. As such, intense $^{51}\text{Cr}$ may be less ideal for this investigation, but still worth considering given the advantages in producing the required activity.

With it’s high energy neutrino emission, $^{65}\text{Zn}$ is also an attractive source for consideration [210]. However, its 1.1 MeV gamma emission complicates the shielding, so this source is not considered further.

### 7.5.2 The Detector

The detector requirements for this experiment are extremely challenging. Due to the low energy of the neutrinos ($\leq 1$ MeV), the recoil energy deposited in the target is in the order of tens of eV, while the minimum mass needed is hundreds of kilograms. Methods of determining the energy deposition from particle interactions in a target include measuring the ionization, the scintillation, and/or the phonon excitations in the material. For nuclear recoils of tens of eV, the fraction of the energy deposited by the scattering event that produces free or conduction band electrons (the quenching factor) is unknown at these energies, and is expected to be very low (could be zero for some materials). Thus any readout scheme involving ionization channels will be at a severe disadvantage. Similar uncertainties hold for the scintillation yield from nuclear recoils at these energies. An additional problem for both ionization and scintillation readout is that the energy required to create a single electron, electron-hole pair, or scintillation photon from a nuclear recoil in most liquid or solid targets is a few eV for
ionization and tens of eV for scintillation. Thus, even if any quanta were produced, Poisson statistics would make the measurement of the energy of any given recoil event fairly poor. We have therefore focused our attention to the measurement of phonons created in the interaction. With mean energies of the order of $\mu$eV, thermal phonons provide high statistics at 10 eV and sample the full energy of the recoil with no quenching effects.

**Detector Design and Expected Performance**

This section focuses on the details of our design choices for this experiment. For more background material on low temperature detectors, we suggest the following: a comprehensive overview of the applications can be found in [211]; specifics on operation and capabilities are reviewed in [212], and details of TES physics are reviewed in [213].

The threshold for a bolometer is a function of its baseline energy resolution. A dimensionless measure of the sensitivity of a resistive thermometer at a temperature $T$ and resistance $R$ is the quantity $\alpha$, defined as $\alpha \equiv \frac{T}{R} \frac{dT}{dR}$. The energy resolution of a TES bolometer is approximately [214]

$$\Delta E_{\text{rms}} = \sigma_E \approx \sqrt{\frac{4k_B T^2 C_{\text{tot}}}{\alpha} \left(\frac{\beta + 1}{2}\right)}$$

where $k_B$ is the Boltzmann constant, $C_{\text{tot}}$ is the total heat capacity of the bolometer, and $\beta$ is the exponent of the temperature dependence of the thermal conductivity between the bolometer and the refrigerator. To unambiguously detect events above the noise from the detector, we set the experimental threshold to $7.5 \sigma_E$. For a 10 eV threshold, we then need a detector with $\sigma_E < 1.33 \text{ eV}$, or expressed in terms of the full width at half maximum, $\Delta E_{\text{FWHM}} = 2\sqrt{2 \ln 2} \sigma_E < 3.14 \text{ eV}$.

Assuming a conduction path to the cold bath of the refrigerator dominated by Kapitza resistance, $\beta = 4$, and with a temperature $T = 15 \text{ mK}$, a 10 eV threshold could be attained with a heat capacity $C_{\text{tot}} \leq 200 \text{ pJ/K}$. However, this model is not complete, as it assumes a perfectly isothermal bolometer. In practice, the various internal heat capacity systems of the bolometer are decoupled from each other through internal conductances, and thermalization times of each separate heat capacity must also be taken into account. These internal decouplings introduce various sources of noise, degrading the energy resolution of the bolometer and consequently requiring a smaller heat capacity to attain the desired threshold.

Fig. 7-11 shows a schematic of the model. The bolometer is connected to the cold bath at temperature $T_b$ through a weak thermal conductance $G_{pb}$. The total heat capacity can be described by $C_{\text{tot}} = C_{\text{Si}} + C_{\text{TES}} + C_{\text{excess}}$, where $C_{\text{Si}} \propto T^3$ is the theoretical heat capacity of Si given by Debye theory, $C_{\text{TES}} \propto T$ is the TES heat capacity dominated by the metal electron system, and $C_{\text{excess}}$ is the heat capacity of impurity bands and two-level systems in the crystal. The TES phonon system is assumed to be at the same temperature as the silicon phonon system, since the sub-micron thickness of the TES makes it incapable of sustaining its own thermal phonon
Figure 7-11: Schematic of bolometer model. The refrigerator acts as a cold bath at temperature $T_b$. The Si heat capacity is connected by a thermal conductance $G_{pb}$ to the bath. The TES is connected by the electron-phonon conductance $G_{ep}$ to the Si. A potential excess heat capacity with its coupling are shown in dashed outlines. For this study we have assumed $C_{excess}$ and/or $G_{excess}$ can be made small enough to become negligible.

There are two reasons for choosing a TES as the thermometer for this design. Firstly, in order to get the high energy resolution, the thermometer must be very well coupled to the absorber. The use of a Mo/Au TES uses the high electron-phonon coupling in Au to achieve this ($G_{ep}$ in Fig. 7-11). Second, we want very good control of the the heat capacity of the bolometer. In a TES, the heat capacity is dominated by the electron system and is orders of magnitude above the TES phonon system’s heat capacity. This makes the purity requirements on the TES from a heat capacity perspective fairly relaxed. Indeed, heat capacity measurements in TES devices routinely fall within expectations calculated from bulk elemental properties [215].

The measurements of the heat capacity of high-purity Si by Knaak and Meißner [216] suggest that our low required heat capacities are achievable. In our design, we benefit from the fact that our TES thermometer makes up about half of the total heat capacity, which allows us to tolerate some excess heat capacity from the silicon target. We also have the option to optimize using less mass per bolometer, and trading off
overall experiment mass for lower threshold per detector.

For this study, we will assume the excess heat capacity is negligible, and optimize the heat capacity of the thermometer $C_{\text{TES}}$, the electron-phonon coupling $G_{\text{ep}}$, and the Si heat capacity $C_{\text{Si}}$ to obtain the desired $10 \text{ eV}$ threshold with the highest possible target mass. We make the following assumptions:

- Each detector is a Si cube ranging in mass from 20–100 g. The heat capacity is determined from Debye theory.

- The conductance between the Si and the cold bath, $G_{\text{pb}}$, can be engineered to give a desired value. The value is chosen to give a thermal impulse response time of 50 ms as measured by the thermometer readout.

- The thermometer is a Mo/Au TES bilayer with a superconducting transition engineered to a specific temperature between 10–100 mK. Mo/Au TES X-ray detectors have achieved resolutions of $\Delta E_{\text{FWHM}} = 2 \text{ eV}$ [217].

- The TES heat capacity and electron-phonon coupling are taken from the literature and are a function of the chosen volume of the TES and the temperature.

Given these general assumptions, several combinations of detector mass and transition temperature were tested for both Si and Ge targets, scaling the TES volume to obtain the best energy resolution, following the theoretical framework of [60]. The TES volume is a compromise between two competing interests: having a small TES heat capacity, and having a fast thermal link between the TES and the Si or Ge target. The optimum volume corresponds to a TES heat capacity that is roughly equal to the target. An important quantity is the ratio $G_{\text{ep}}/G_{\text{pb}}$. As long as this ratio is $\gtrsim 100$, the TES remains in quasi-thermal equilibrium with the target throughout a pulse (except for the initial athermal phase on the order of 1 ms). If needed, one can make $G_{\text{pb}}$ smaller and gain energy resolution (and lower threshold) at the expense of slower signals.

The results of our models are shown in Fig. 7-12. The plotted threshold is calculated as $7.5 \sigma_E$. Due to practical limitations in refrigeration and considering the readout necessary for the size of the experiment, we focus on a transition temperature of 15 mK, with the refrigerator base temperature at 7.5 mK. At this temperature, a low-energy threshold of $10 \text{ eV}$ can be obtained with bolometers with 50 g of Si or 20 g of Ge. A 50 g Si target sees about twice the rate of neutrino coherent recoil events as a 20 g Ge target when both have a $10 \text{ eV}$ threshold. We will thus focus on Si. Model parameters for the Si detector are given in Table 7.5.2.

The natural decay time of the bolometer $C_{\text{tot}}/G_{\text{pb}} = 436 \text{ ms}$. Electro-thermal feedback [214] from the TES speeds up the response time to roughly 50 ms. The TES readout is bandwidth-limited by an inductor which critically damps the system, causing a further speedup in the response. The decay time of recoil events is reduced from the 50 ms decay with no inductor to a 30 ms decay with the inductor. Fig. 7-13 shows a simulation of 10–50 eV neutrino coherent scatters in a 50 g Si bolometer. The
Figure 7-12: Calculation of threshold for Si and Ge targets from 20–100 g at different operating temperatures. The lowest line for each target material is the 20 g line. The model (see Fig 7-11) takes into account the heat capacity of the TES and the target, the internal thermal fluctuation noise between the target and the TES thermometer, the electronics noise, the Johnson noise from the TES and its bias resistor, and the phonon noise between the target to the bath. The volume of the TES was scaled to give the best energy resolution at 15 mK. The horizontal dashed line marks the desired 10 eV threshold, corresponding to an energy resolution $\Delta E_{\text{FWHM}} = 3.14$ eV. The vertical dashed line marks the desired operating temperature of 15 mK. For Si, a 50 g target meets the requirements. For Ge, a 20 g target meets the requirements.
Table 7.8: Model parameters for a 50 g Si target coupled to a Mo/Au TES operated at 15 mK. The Si target is a 28 mm cube, and the TES is an 25 mm × 2 mm film 600 nm thick deposited on the Si surface. The energy resolution for this model is 3 eV FWHM, with a 10 eV threshold. Pulses from this model are shown in Fig 7-13.

Pulses are clearly separated from the noise, and the energies of the different events are clearly separated by eye.

The total heat capacity is on the order of 460 keV/mK, and given a transition width of around 1 mK for a TES, we estimate that the bolometer will have fairly linear response up to hundreds of keV. Higher energies will have a non-linear response but will retain significant energy resolution. This large energy bandwidth will help understand the background in our experiments, and enable other rare event searches such as limits on the neutrino magnetic moment and dark matter interactions.

Multiplexing readout schemes for transition-edge sensors are now a mature technology being developed for many astronomical applications, for example [218], and 10,000 channel systems with time constants similar to this application are already in operation [219]. Schemes for even larger multiplexing gains are in development [220]. Given the slow time constants of this application, a 10,000 channel multiplexer design carries a fairly low risk and would allow 500 kg of Si to be instrumented.

A concept for a 500 kg payload is shown in Fig 7-14. The 10,000 Si bolometers are arranged in a column of dimensions 0.42 (dia.) × 2.0 (length) meters inside a dilution refrigerator suspended from a vibration isolation mount. Passive or active shielding surrounds the refrigerator. The exact shape and type of shielding will be determined at a later time. A cylindrical bore, perhaps 10 cm or less in diameter, is removed from the shield and allows the $^{37}$Ar source, mounted on a radio-pure translation mechanism, to be moved to different positions along the side of the array. Periodic movement of the source throughout the measurement sequence allows each detector to sample multiple baselines, enables cross-calibration among detectors, and aids in
Detector Backgrounds

The detectors described in the previous section will be sensitive to several sources of background in the recoil energy range of 10-50 eV. Unfortunately, it is difficult to estimate accurately the rate of events from each of these sources, and the levels expected are currently unknown. Although we do not have a quantitative understanding of the backgrounds in this regime, it is important to note that backgrounds can be measured and subtracted using data taken when the neutrino source is not in place. We qualitatively consider several sources of background which we expect to be present in the energy range 10-50 eV:

- **Radiogenic impurities**: Most radioactive decay products have energies in the range of hundreds of keV to tens of MeV and will be clearly distinguishable from the neutrino signal. Radiogenic impurities may still contribute to the background in two primary ways. First, many common impurities produce gamma rays that can interact with material by the photoelectric effect or Compton scattering and produce background events by the mechanisms described below. These gammas commonly arise from the U and Th chains and also from $^{40}$K and $^{60}$Co. Second, electrons from beta decay isotopes, such as tritium, may have arbitrarily small energies and therefore can produce electron recoils in the background subtraction. The minimum distance from the source to a bolometer is assumed to be $\sim$10 cm.

Figure 7-13: Simulated current readout for 10–50 eV recoils using the model parameters in Table 7.5.2. The current has been multiplied by -1 to make the pulses positive. Noise sources modeled are: the phonon noise between the target to the bath, the internal thermal fluctuation noise between the target and the TES thermometer, the Johnson noise from the TES and its bias resistor, and the electronics noise. The modeled 10 eV pulses are clearly separated from the noise.
Figure 7-14: Conceptual schematic of the experimental setup for a bolometric measurement of coherent scattering from a high-intensity $^{37}$Ar neutrino source. An array of 10,000 Si bolometers is arranged in a column of dimensions 0.42 (dia.) $\times$ 2.0 (length) meters (shown in green) inside a dilution refrigerator suspended from a vibration isolation mount. Each Si bolometer has a mass of 50 g for a total active mass of 500 kg. Appropriate passive or active shielding surrounds the refrigerator. A cylindrical bore in the shield allows the $^{37}$Ar source, mounted on a translation mechanism, to be moved to different positions along the side of the array. Periodic movement of the source throughout the measurement sequence allows each detector to sample multiple baselines, enables cross-calibration among detectors, and aids in background subtraction. The minimum distance from the source to a bolometer is assumed to be $\sim$10 cm.
signal region. Nuclear recoils from decays at the detector surface, in which the electron is undetected, may also deposit small amounts of energy.

- **Compton scattering:** Photons from radioactivity and atomic transitions in the detector material or housing may Compton scatter once at a shallow angle in the detector. Since there is no discrimination between electronic and nuclear recoils, such shallow scattering would be indistinguishable from the neutrino signal. While the rate of these events is obviously dependent on the level of radioactive contamination, we expect kinematics to strongly suppress the rate of these events.

- **Photoelectrons:** Photons produced in the detector or housing may produce photoelectrons in the detector material, which could be ejected. Recoils from such events could produce small energy depositions in the energy region of interest. Low-energy secondaries from high-energy gammas produced in the detector or housing may impinge on other inactive material in the experiment and eject low-energy photoelectrons that could strike a detector.

- **Photons from atomic relaxation transitions from the surrounding surfaces:** Photons from atomic transitions are of roughly the correct energy to produce some background events near a 10 eV threshold in a Si detector. Copper, a good material for the detector housing for example, has 250 atomic lines with energies in the range 10-50 eV. The rate expected from such events is very difficult to quantify, and would depend on the amount of low-energy radiation present in the cryostat to excite these transitions.

- **Neutrons:** Conventional methods used to reduce and model the neutron flux in dark matter experiments can be used. Running the experiment at large overburden, a muon veto can be used to veto cosmogenic neutrons with high efficiency. The background rate of neutrons from muons that miss the veto can also be estimated with simulation. CDMS, for example, is able to achieve an unvetowed neutron rate of $< 0.1$ events/kg/year in the energy range 10keV to 100keV. Since the cross section for elastic scattering of neutrons on Si is fairly constant down to low energies, we do not expect the neutron background to be significant in our energy region of interest.

- **Neutrino-electron scattering:** In addition to scattering coherently off nuclei, the neutrinos will also scatter off electrons in the detector material. The cross section for this process is lower than the cross section for coherent neutrino scattering, and the recoil spectrum extends up to hundreds of keV for $^{37}$Ar neutrinos. Since this background is also well-predicted by the standard model, we expect this to be a small contribution that may be reliably subtracted.

Excluding unknown backgrounds due to atomic transitions, the Compton scattering and photoelectron backgrounds are expected to dominate. Using the raw rate of events in CDMS, we can conservatively estimate the background rate due to these two sources. A good detector (250 g) in CDMS sees a raw rate of 0.001 Hz between
1–200 keV. If we conservatively assume that these events all lie in the range 1–10 keV and furthermore are attributable only to Compton scattering and photoelectric effect, then the rate of events is 38.4 events/kg/day/keV, assuming a flat spectrum. Assuming that the spectrum is flat down to 10 eV, we would see 1.54 events/kg/day in the energy range 10–50 eV. In reality, we do not expect the spectrum to be flat down to low energies. Low-energy gammas from k- and l-shell electron captures are much more likely to be absorbed by the photoelectric effect, causing their full energy to be measured in the detector, and suppressing their background at lower energies. Only a small fraction of these produce ejected photoelectrons which could leave small energy depositions in the detector as described above. Compton scattering is very suppressed in the 1–10 keV range, and only dominates above 60 keV. The fraction of the background seen in CDMS detectors that lies above 60 keV is very small. For these reasons, the figure of 1.54 events/kg/day between 10–50 eV is a very conservative estimate of the Compton and photoelectron background. For the sake of simplicity, we assume a 1 events/kg/day background in our energy window of interest.

**Detector Calibration**

Detector-to-detector variations constitute the most serious uncertainty in this measurement. Differences in the yield at different distance could quickly mask—or worse yield a false-positive on— the oscillation signal. Part of the problem can be solved by calibrating the efficiency of the detectors using a neutron calibration source. An attractive candidate would be to use a $^3$H($^3$H,2n)$^4$He compact pulsable di-neutron source, such as used in the petroleum industry [221]. The neutrons produced from this source should yield a relatively flat neutron energy spectrum down to very low kinetic energies, which is ideal for studying detector acceptance and to verify the $1/r^2$ response of the array.

As shown in Figure 7-14, our approach is to remove the dependency of the oscillation measurement on the response of a particular detector. The source is placed on a movable platform, and moved along the Si array throughout the measurement. Over the course of the experiment, each detector samples multiple baselines, and can be cross-calibrated with other detectors at each baseline to remove the individual detector response differences. Detector variations are essentially constrained by the in-situ measurement.

It will also be important to calibrate the detector response to low energy photons and electrons. Recent advances in solid state UV diodes make well-tuned eV photon sources readily available. UV diodes ranging from 255 nm to 350 nm (3.5 eV - 5.2 eV) with sub-eV resolution are now commercially available.

### 7.5.3 Sensitivity and Outlook

Having discussed in detail both the source and the detector, we can now examine the signal in such an apparatus. For a monochromatic and isotropic source with activity $R(t)$ encapsulated in some volume $V_s$, the signal rate as a function of time $t$ is given by the expression:
\[ S(t) = \sum_i R(t) \cdot \sigma_0(E_{\nu}) \cdot f(E_{\nu}, T_0) \cdot \frac{N_A}{A} \cdot \rho_t \int \frac{dV_s}{V_s} \int \frac{P(E_{\nu}, r_{st})}{4\pi r_{st}^2} dV_{T,i} \]  \hspace{1cm} (7.15) 

where \( N_A \) is Avogadro’s number, \( \rho_t \) is the target density, \( dV_{T,i} \) is the differential target volume of a single detector, and \( r_{st} \) is the source-target distance. The sum is taken over all discrete detectors available for the measurement. In the approximation of a point source, Equation 7.15 reverts to the more familiar form:

\[ S(t) = \sum_i R(t) \cdot \sigma_0(E_{\nu}) \cdot f(E_{\nu}, T_0) \cdot \frac{N_A}{A} \cdot M_t \cdot \frac{P(E_{\nu}, \bar{r}_i)}{4\pi \bar{r}_i^2} \]  \hspace{1cm} (7.16) 

where \( \bar{r}_i \) now is the average-weighted distance from the source to the individual detectors and \( M_t \) is the mass of each detector. In the limit where the measurement time is much greater than the source half-life, the total number of accumulated signal events is given by \( N \simeq S(t_0) \cdot \frac{\tau}{\ln 2} \), where \( \tau \) is the half-life of the neutrino source. Extending measurements well beyond the peak source activity has the added benefit of reducing the statistical uncertainty on the background.

For a monoenergetic source, the oscillation signal is all encoded within the spatial distribution of events. A deviation from the expected \( r^{-2} \) dependence could constitute a possible oscillation signal. For the case where there is only one additional neutrino, the oscillation probability is given by the neutrino oscillation formula:

\[ P(E_{\nu}, r) = 1 - \sin^2(2\theta) \sin^2(1.27\Delta m^2 S \frac{r}{E_{\nu}}) \]  \hspace{1cm} (7.17) 

where \( \sin^2(2\theta) \) is the amplitude to oscillate to the sterile state, and \( \Delta m^2 \) represents the sterile mass splitting. In this case, \( E_{\nu} \) is measured in units of MeV, \( r \) in meters, and \( \Delta m^2 \) in eV\(^2\). For simplicity, we look at the simple 3+1 neutrino model, where the oscillation is to just one additional sterile neutrino.

We use simulated data from a mock experiment to determine the potential sensitivity to sterile neutrinos. We consider a compact 5 MCi \(^{37}\)Ar source to be used in conjunction with a 500 kg silicon array. We consider a total exposure of 300 days in order to extract both signal and background rates. Parameters relevant for the fit are listed in Table 7.5.3. For comparison, we also list the parameters for a germanium array with similar number of detectors and energy threshold. Due to the lower mass per detector needed to achieve the lower threshold and the lower recoil energies of neutrinos off the heavier germanium nucleus, a germanium array will achieve a signal rate that is about half of the silicon array.

For such an experiment, we also consider a number of systematic errors:

- **Source Strength:** The SAGE collaboration used a variety of techniques in order to determine the final \(^{37}\)Ar activity, including gas volume, gas mass, calorimetry, direct counting and isotopic dilution. Any one of these methods in isolation achieved a \( \pm 1\% \) accuracy, while in conjunction the total uncertainty was less than \( \pm 0.5\% \). In this study, we assume a conservative \( \pm 1\% \) uncertainty on the
Table 7.9: List of relevant source and detector parameters used for sensitivity analysis. The signal rate is quoted for a single detector located 10 cm away from the center of a 5 MCi (185 PBq) $^{37}$Ar source.

- **Cross-section:** The cross-section uncertainty, much like the source strength uncertainty, is a global uncertainty and has little impact on our oscillometry extraction. Its uncertainty would nominally be dominated by the uncertainty in the form factor, but at such exchange momenta the effect is expected to be small. We therefore assume a ±1% global uncertainty due to the cross-section.

- **Vertex Resolution:** The bolometric detector in this experimental design is composed of 10,000 silicon or germanium absorbers instrumented with a single thermometer. The dimensions of these absorber cubes are 28 and 15.5 mm per side for silicon and germanium, respectively. These dimensions are smaller than the source itself (assumed to have a radius of 4 cm), thus the vertex resolution is dominated solely by the extension of the source. This effect is incorporated into our analysis.

- **Detector Variations:** Detector variations are kept under control via the series of in-situ and ex-situ calibration measurements discussed in the previous section. Using the movable source depicted in Fig. 7-14 one should be able to calibrate the detector variations to about ±2%. The global uncertainty, which also depends on fiducial volume dependence, overall efficiency, etc., is estimated to be ±5%.

- **Detector Backgrounds:** With detector-to-detector variations calibrated away, the main challenge for such a measurement remains the number of detector backgrounds that accumulate during the measurement. As discussed above, the
question of what the background will be between 10–50 eV is hard to estimate at this point, and more work needs to be done to enable a credible estimate. For this study, we assume a total background activity of 1 event/kg/day in the signal region of interest. The signal-to-noise ratio should scale roughly as the square root of the number of background events. The dependence of the accuracy of the measurement as a function of then signal-to-noise ratio is shown in Fig. [7-15]. Measurements taken with background levels below 1 event/kg/day are essentially systematics dominated.

- **Source-Induced Backgrounds:** Any backgrounds that stem directly from the $^{37}$Ar source may potentially dilute the sensitivity of the measurement, since they, too, would exhibit a $1/r^2$ behavior.

  Though the majority of the energy from the decay of $^{37}$Ar is removed by neutrinos, a fraction of the energy is carried away from recoils and internal-bremsstrahlung photons. The SAGE source effectively reduced this contribution to less than 0.2%. The electron capture process primarily produces gammas and Auger electrons at 2-3 keV. At this energy, the range for electrons in the continuous-slowing-down-approximation (CSDA range) in lead is $\sim 8 \times 10^{-5}$ cm $[222]$. For photons, the attenuation length is $\sim 2 \times 10^{-5}$ cm $[88]$. Assuming exponential attenuation in both cases, as little as 1 cm of ancient Pb would provide more than $10^4$ attenuation lengths of shielding—more than sufficient to eliminate leakage of the gammas and Auger electrons expected from the source.

  The SAGE group has produced an extremely pure argon source, with less than 0.4% of the volume having $^{39}$Ar contamination. Mass spectrometry of the source found no significant amount of radioactive material besides $^{39}$Ar and $^{37}$Ar $[206, 207]$. Given the extremely long half-life of $^{39}$Ar and the vastly different signature ($\beta$-decay), we believe this is a negligible background source. Consider, for example, an $^{39}$Ar contamination of 1% in a 5 MCi $^{37}$Ar source. If the source had a total specific activity of 92.7 kCi g$^{-1}$, as measured in SAGE, the activity of $^{39}$Ar would be $\sim 26$ Ci. The beta decay of $^{39}$Ar has an endpoint of 565 keV, and the CSDA range for 500 keV electrons in Pb is $\sim 0.03$ cm $[222]$. Assuming exponential attenuation of electrons, about 1.5 cm of Pb would likely provide sufficient shielding to suppress all backgrounds form the $^{39}$Ar. For our analysis, we assume that the contribution from source-induced backgrounds is negligible.

  The situation is less favorable in a $^{51}$Cr source. The decay of $^{51}$Cr produces a 320 keV gamma from the decay of the excited $^{51}$V daughter in 10% of decays. The attenuation length of gammas of this energy in Pb is 0.2 cm. To shield the entire flux of gammas from a 5 MCi source would require at least 10 cm of Pb.

- **Other Neutrino Interactions:** One of the isotopes of germanium ($^{71}$Ge) has a low enough threshold to allow $\nu_e$ charged current scattering. However, with a threshold energy of 321 keV, the outgoing electron will have recoil energy far above the energy region of interest. Hence, its contribution to the overall
background can be considered negligible. Charged current interactions on silicon all have thresholds above 1 MeV, hence they do not contribute to the background activity. As discussed previously, other charged-current interactions, such as $\nu_e e^-$ elastic scattering, are highly suppressed. As such, their contribution is also expected to be negligible.

Figure 7-15: Plot of the relative signal error versus signal-to-noise ratio $\frac{S}{\sqrt{B}}$ ($S$ represents signal strength, $B$ represents background counts) for a 500-kg Si array exposed to a 5 MCi $^{37}$Ar for 300 days. This array configuration and source intensity yields approximately $S \approx 54,000$ total signal events. Arrow indicates signal-to-noise ratio corresponding to 1 background event/kg/day.

A summary of the relevant systematic uncertainties are listed in Table 7.5.3. A simple $\chi^2$-fit is used to estimate the sensitivity of the proposed Si and Ge arrays. The data extracted from the entire array is first fit as a function of time in order to extract the overall source strength and background (see, for example, Figure 7-16). The background-subtracted signal is then fit to the oscillation formula of Eq. 7.17. The analysis uses both shape and rate to determine the sensitivity to sterile neutrinos. In the case of the shape+rate analysis, an additional penalty term is added to the likelihood from the overall flux measurement.

Results for a 500 kg Si detector array are shown in Fig. 7-18(a). The distortion caused by a non-zero sterile mixing is statistically distinguishable in the measured distance profile (see Figure 7-17(a)). As can also be seen from the figure, the array is not necessarily fully optimized for a given oscillation length scale. Such optimization can proceed once the parameter space for sterile neutrinos is further constrained by ongoing and future neutrino experiments. Nevertheless, for the bulk of the region of $\Delta m^2_S = 1 - 10$ eV$^2$ and $\sin^2(2\theta_S) \geq 0.08$, typically preferred from the reactor data, is ruled out at the 90% C.L. If the best fit solution from the reactor anomaly is viable,
Table 7.10: List of systematic uncertainties expected for a low-threshold germanium detector array. Uncertainties are listed for both shape+rate and shape only analysis.

<table>
<thead>
<tr>
<th>Source</th>
<th>Systematic</th>
</tr>
</thead>
<tbody>
<tr>
<td>Source Strength</td>
<td>±1%</td>
</tr>
<tr>
<td>Cross-section</td>
<td>±1%</td>
</tr>
<tr>
<td>Detector Variation</td>
<td>±2%</td>
</tr>
<tr>
<td>Absolute Efficiency</td>
<td>±5%</td>
</tr>
<tr>
<td>Source-Induced Background</td>
<td>&lt; 1%</td>
</tr>
<tr>
<td>Vertex Resolution</td>
<td>±2.8 cm</td>
</tr>
<tr>
<td>Source Extent</td>
<td>±4 cm</td>
</tr>
<tr>
<td>Total Systematic</td>
<td>±5.5%</td>
</tr>
<tr>
<td>Statistical (Whole Array)</td>
<td>±1%</td>
</tr>
</tbody>
</table>

then the measurement should be detectable at the 99% C.L. (see Fig. 7-17(b)). It is possible to also conduct a shape-only analysis. Most of the sensitivity to sterile oscillations is retained for $\Delta m^2_S$ masses below 10 eV$^2$.

For comparison, we also consider an equivalent Ge array with a total mass of 200 kg. These results are shown in Fig. 7-18(b). Finally, for completeness we also show the detector sensitivity for the Ge and Si arrays using an equivalent $^{51}$Cr radioactive neutrino source (Figures 7-18(c) and 7-18(d)). In general, the reduced source energy decreases the available statistics, so a relatively stronger source needs to be considered in such a case.

### 7.5.4 Summary

We have outlined the possibility of probing the existence of sterile neutrinos using coherent scattering on a bolometric array. Such a method could provide the most direct test of oscillations to sterile neutrinos. With the advent of low threshold detectors and the use of intense neutrino sources, such an experiment appears feasible with our current technology. Such a program is also very complimentary to any existing dark matter search.

Even in the absence of sterile neutrinos, the experiment as described in this letter can make other important measurements. Most prominently, such an experiment may constitute the first observation of coherent scattering. For a 500 kg detector, it should be able to make a $\simeq 5\%$ measurement on the overall cross-section, pending on the absolute calibration of the efficiency. For an isoscalar target, such as silicon, this provides a direct measurement of the weak mixing angle at momentum transfer as low as 1 MeV.
Figure 7-16: Distribution of events on a 500 kg Si array as a function of time of source deployment. Source considered here is a 5 MCi $^{37}$Ar electron-capture source.

Figure 7-17: Left: Ratio of data and Monte Carlo for a simulated neutrino oscillation signal ($\Delta m^2 = 1.5$ eV$^2$, $\sin^2(2\theta_S) = 0.15$) as a function of source distance from a 5 MCi $^{37}$Ar neutrino source and a 500 kg Si-array. Right: Likelihood contour curves for same signal after 300 days of data taking. Contour levels are shown at 90% (blue), 95% (green), and 99% (red).
Figure 7-18: Likelihood contours for a 300-day run on a 500 kg Si array (left) and 200 kg Ge (right) array exposed to a 5 MCi $^{37}$Ar (top) and $^{51}$Cr (bottom) source, using both shape and rate information. Confidence levels in all plots are shown at 90% (blue), 95% (green), and 99% (red). Statistical and systematic errors are included in the signal analysis.
Chapter 8

Constraints on Sterile Neutrino Dark Matter

8.1 Introduction

A variety of dark matter models predict photon production via dark matter decay, annihilation, or de-excitation. Some of these models predict mono-energetic photons with energies in the 1-100 keV range, prompting recent searches for lines in existing X-ray data from the XMM-Newton and Chandra observatories. Due to the well-understood atomic physics in this energy range and the ability to check the morphology of a potential signal against expectations from galactic dark matter halos, X-ray lines could provide unambiguous evidence for some models of astrophysical dark matter.

There has been heightened interest in dark matter searches in the X-ray band following claims of an unidentified X-ray line seen in both galaxy and galaxy cluster observations. Bulbul et al. [223] analyzed XMM-Newton observations of 73 stacked galaxy clusters and found an excess line with energy around 3.56 keV. The line is present at the $>3\sigma$ level in three separate subsamples of data from both the MOS and PN instruments, and they also detect it in Chandra observations of the Perseus cluster. Boyarsky et al. [224] reported a $>3\sigma$ excess around 3.53 keV in their spectral fits of XMM-Newton observations of the Perseus cluster and the Andromeda galaxy. In both cases, the width of the measured excess is determined by the XMM-Newton and Chandra instrument response. Analysis of XMM-Newton observations of the Milky Way Galactic Center (MW GC) by Boyarsky et al. [225] finds a formal 5.7$\sigma$ excess at the expected energy. However, the complexity of the GC makes modeling the background difficult, and they cannot rule out the possibility of the excess coming from K XVIII emission.

A vigorous search has ensued, with various reports of non-detections: Riemer-Sorensen [226] in the GC, Jeltema and Profumo [227] in the GC and M31, Anderson et al. [228] in galaxies and galaxy groups, and Malyshev et al. [229] in dwarf spheroidal galaxies. There has been some debate as to how to best fit the continuum and of what the allowed flux of astrophysical lines (primarily from K, Cl, and Ar) in the
pertinent energy range should be \[227, 230\].

Urban et al. \[231\] reproduce the line in Perseus using *Suzaku* but find its spatial distribution in tension with expectations for decaying dark matter (with the normalization of the emission in the outer “confining” region a factor of around 7 too low), and further do not detect the expected scaled emission in either the Coma, Virgo or Ophiuchus clusters. Carlson et al. \[232\] performed a morphological study of the continuum-subtracted excess emission at 3.5 keV in the GC and Perseus. They find the GC excess spatial distribution incompatible with the expected DM distribution, and strongly correlated with the morphology of atomic lines from Ar and Ca with energies between 3–4 keV. The Perseus emission is correlated most strongly with the cool core emission, confirming the tension presented in the *Suzaku* Perseus observation.

This set of observations demonstrates the challenges in searching for X-ray lines with the current observatories. New instruments are needed to improve the sensitivity of searches for X-ray line emission from dark matter. Boyarsky et al. \[233\] studied the optimal characteristics of a mission dedicated to searches of diffuse line emission in the X-ray regime. They pointed out that the main determinants of instrument sensitivity are \(\text{grasp} \equiv A_{\text{eff}} \Omega_{\text{FOV}}\) (effective area \(\times\) field of view, also referred to as \(\text{étendue}\)) and energy resolution \(\Delta E/E\). As a “prototype” demonstration, Boyarsky et al. calculated the limits on the sterile neutrino mixing angle \(\sin^2 2\theta\) for data from the third flight of the X-ray Quantum Calorimeter (XQC) sounding rocket payload \[234\] for sterile neutrino masses between 0.4–2 keV.

Existing X-ray telescopes tend to have comparatively small fields of view (e.g. a few tens of arcminutes for instruments on *XMM-Newton* and *Chandra*) with insufficient energy resolution to resolve closely spaced weak spectral lines (e.g. \(\sim 100\) eV FWHM at 2 keV for the EPIC camera on *XMM-Newton*). Because of our location within the dark matter halo of the MW, the sterile neutrino decay is an *all-sky signal*, so sensitivity can be improved by increasing the FOV. Discrimination of a signal against atomic lines can also be significantly improved using the superior energy resolution of microcalorimeters. The XQC experiment, for example, has taken data with a 1 sr field of view and 23 eV FWHM resolution at 3.3 keV. Although the exposure from an XQC flight is less than 300 s, we find the sensitivity of the data to be competitive with deep *XMM-Newton* observations of the GC. The upcoming Micro-X sounding rocket project will have an even better resolution of 3 eV FWHM and could be flown in a similar configuration as XQC without X-ray optics to increase the field of view. Similarly, the SXS microcalorimeter instrument onboard ASTRO-H \[235\] will have excellent \(< 7\) eV resolution, but its narrow \(3' \times 3'\) FOV limits its sensitivity to the all-sky signal expected from sterile neutrino decay in the MW. Wide FOV sounding rocket observations are therefore complementary to the deep (\(\sim 1\) Msec) observations of the cores of galaxy clusters, galaxies, and dwarf spheroidals that ASTRO-H will perform \[236\].

In this chapter we analyze a new dataset from the XQC sounding rocket and calculate the sensitivity of future sounding rocket observations of the GC with X-ray microcalorimeters, such as the Micro-X detector. Section 8.2 discusses the sterile neutrino signal, introduces the XQC and Micro-X payloads, and estimates the signal and background of large FOV observations with these instruments for a putative
signal. In Section [8.3] we present an analysis of a fraction of the data taken during the 5th flight of XQC and place limits on the sterile neutrino mixing angle $\sin^2 2\theta$ for sterile neutrino masses of 4–10 keV. We then proceed to estimate the future sensitivity of GC observations with these instruments in Section [8.4] by creating a background model based on ROSAT observations and performing a sensitivity analysis using mock data sets.

8.2 keV Dark Matter with Rockets

8.2.1 Dark Matter Interpretations of X-ray Lines

Well-motivated dark matter models can produce X-ray lines through decay, de-excitation, or annihilation. Perhaps the best-known scenario is that of keV-mass sterile neutrinos [237–239], although a large number of models have been proposed following the observations of the 3.56 keV line. The models include axions, axinos, exciting dark matter, gravitinos, moduli, and WIMPs, among others [see discussion and references in 227].

Sterile neutrinos and other models that produce photons by particle decay predict a flux per volume element that scales as the dark matter density ($\rho$). Other models, such as eXciting dark matter [240–242], that require two dark matter particles to interact predict a line flux per volume element that scales as the dark matter density squared ($\rho^2$). More complex scenarios, involving eXciting dark matter with a primordial population in an excited state [241], can furthermore produce fluxes that scale as $\rho^\alpha$ with $1 < \alpha < 2$. A non-linear scaling implies a much smaller flux from lower density systems like dwarf spheroidal galaxies and could ease the tension with non-observations of the 3.5 keV line in these systems [229]. In this paper we will use sterile neutrinos as our benchmark model, although we present our results as a line flux limit from a particular target, which can be translated into a constraint or signal in any of these models.

Sterile neutrinos with masses in the $\sim$1-100 keV range may contribute to the dark matter relic density if they are produced in the early universe. Two well-studied production mechanisms are non-resonant oscillation of active neutrinos [13] and resonant oscillation via the MSW effect [243]. The existence of sterile neutrinos is additionally motivated by neutrino oscillation data, which could be explained by adding sterile right-handed neutrinos to the standard model, such as in the $\nu$MSM scenario [244]. Although they must possess cosmological lifetimes in order to contribute to the dark matter relic density, sterile neutrinos may decay to a photon and active neutrino via a loop-suppressed process mediated by oscillation between the active and sterile states. The rate for this process is given by [245]

$$\Gamma = \frac{9\alpha G_F m_s^5 \sin^2 2\theta}{1024\pi^4}$$

$$= (1.38 \times 10^{-29} \text{ s}^{-1}) \left(\frac{\sin^2 2\theta}{10^{-7}}\right) \left(\frac{m_s}{1 \text{ keV}}\right)^5,$$
where \( m_s \) is the sterile neutrino mass and \( \theta \) is the mixing angle between the active and sterile states.

Limits on \( \sin^2 2\theta \) depend on both the observed flux and the fraction of dark matter comprised by sterile neutrinos. For simplicity, limits are typically quoted under the assumption that sterile neutrinos comprise all of the dark matter. The X-ray fluxes reported by positive observations in stacked galaxy clusters, M31, Perseus, and the MW GC correspond roughly to \( \sin^2 2\theta \) of \( 10^{-11} \) to \( 10^{-10} \). [242] point out that with this level of mixing, the Dodelson-Widrow mechanism produces an insufficient abundance of sterile neutrinos to comprise all of the dark matter; however, a slightly larger mixing angle and smaller sterile neutrino fraction of the dark matter can resolve this tension.

8.2.2 The Micro-X and XQC Rocket Payloads

The XQC payload is a mature flight system with 6 flights between 1995 and 2014 [246]. The Micro-X payload is a new system based on the XQC design, with new detectors and readout to allow for a larger array of higher-resolution microcalorimeters [247]. Although Micro-X was designed to be used with a 2.1 m X-ray optic, for dark matter searches it will be reconfigured to fly without it, using an optical stop like XQC to determine its field of view. Both payloads consist of a cryogenic system capable of cooling the microcalorimeter array to 50 mK and surviving the launch vibrations while cold. To achieve this, the cryogenic system is suspended with vibration insulators from the skin of the rocket, and the resonant frequencies of the system are designed to minimize coupling of skin vibrations to the detectors during launch. The cryogenic system uses pumped He as a \(< 2 \) K bath for an Adiabatic Demagnetization Refrigerator (ADR), which is coupled to the detector assembly and cools it to \( \sim 50 \) mK temperatures.

The detector of XQC is an array of 36 microcalorimeters using ion-implanted semiconductor thermistors each coupled to a 2 mm \( \times \) 2 mm \( \times \) 0.96 \( \mu \)m HgTe absorber on a 14 \( \mu \)m-thick Si substrate, with total area of 1.44 cm\(^2\). The energy resolution below 1 keV is 11 eV FWHM, although due to position dependence the resolution degrades to 23 eV FWHM at 3.3 keV. The FOV of XQC is 1 sr, subtending a 32.3\( ^\circ \) radius in the sky.

The Micro-X detector consists of an array of 128 microcalorimeters using Transition-Edge Sensor (TES) thermometers each coupled to a 0.6 mm \( \times \) 0.6 mm BiAu absorber. For the dark matter flight, new absorbers with 0.9 mm per side and thickness of 3 \( \mu \)m (Bi) + 0.7 \( \mu \)m (Au) will be used, with total area of 1 cm\(^2\). The smaller BiAu absorbers allow for better thermalization and should minimize position dependence, allowing Micro-X to retain its design resolution of 3 eV FWHM at 3.5 keV. Since Micro-X was designed to be coupled to a mirror, the first non-mirror flight will have a FOV of 0.38 sr, subtending a 20\( ^\circ \) radius in the sky. A subsequent redesign of the back end of the cryostat will allow a larger 1 sr FOV.
8.2.3 Dark Matter Signal for Large FOV Observations

The wide FOV and short observation times of XQC and Micro-X mean that these instruments are chiefly sensitive to DM in the MW halo whose flux scales as $\rho$. Sterile neutrino decay produces an all-sky signal within the MW, while a significant fraction of background is produced by point sources that are sparse in the sky. At large FOV, even very short observation times of 100–300 s typical of sounding rocket flights have comparable sensitivity to deep observations of galaxy or cluster cores.

The flux expected from decay of sterile neutrinos in the MW halo is proportional to the integral of the DM density along the line-of-sight and over the field of view

$$F = \frac{\Gamma}{m_s} \frac{1}{4\pi} \int_{\text{FOV}} \int_0^\infty \rho(r(\ell, \psi)) \, d\ell \, d\Omega,$$

(8.3)

where in the integral of the dark matter profile density $\rho(r)$, the parameter $\ell$ is the distance along the line of sight, $r$ is the distance from the GC, and the angular integral is taken over the field of view of the instrument. The distance from the GC is related to the line-of-sight distance by

$$r(\ell, \psi) = \sqrt{\ell^2 + d^2 - 2\ell d \cos \psi},$$

(8.4)

where $d$ is the distance of the earth from the GC and $\psi$ is the opening angle from the GC.
Figure 8-2: Ratio of sterile neutrino decay signal in a large FOV to a 14'-radius FOV (XMM-Newton) around the galactic center as a function of the FOV half-opening angle. Orange curves are for an observation centered at the GC, while blue curves are for an observation centered on the XQC field of \((b, l) = (165^\circ, -5^\circ)\). Line style corresponds to different DM profiles: NFW [248] (solid), Einasto [249] (dashed), and cored Burkart [248] (dotted) parameterizations. The Micro-X FOV is given by the dashed vertical line, while the dotted vertical line shows the FOV of XQC.

8.2.4 Comparing XMM-Newton to Sounding Rockets

Sounding rocket flights observe for a few hundred seconds, and the XQC and Micro-X effective areas for these observations are on the order of 1 cm\(^2\). XMM-Newton has made observations on the order of a megasecond, with an effective area at 3.5 keV of around 200 cm\(^2\) for each MOS detector. Sounding rockets, however, can observe a much larger FOV. In order to compare between different FOV observations, a DM halo must be assumed. Fig. 8-1 shows several representative dark matter profiles. To compare between XMM-Newton observations of the GC and wide FOV observations, we show in Fig. 8-2 the ratio of the flux in the central 14' radius of the GC to a larger FOV centered on the GC (orange) and on the field of the 5th flight of XQC toward the MW anti-center (blue) at Galactic coordinates \(l = 165^\circ, b = -5^\circ\). With a sufficiently large FOV, signal rates 3 to 4 orders of magnitude larger than the XMM-Newton GC observation are attainable. Furthermore, the high-energy resolution of microcalorimeters cuts the continuum background per energy bin by a factor of 4 for XQC and 30 for Micro-X when compared to the CCD energy resolution of XMM-Newton.

As a concrete example, we estimate the rate expected in a Micro-X GC observation if the \(2.9 \times 10^{-5} \text{ cm}^{-2} \text{ s}^{-1}\) flux reported by [225] over a 14' radius FOV is due to sterile...
Table 8.1: Basic signal and rates expected in Micro-X GC observation given a fiducial value of signal flux.

<table>
<thead>
<tr>
<th></th>
<th>Reference Flux (in 14' of GC)</th>
<th>Scaled Flux (in 20° of GC)</th>
<th>Effective Area at 3.55 keV</th>
<th>Exposure Time</th>
<th>Signal Events (in 20° of GC)</th>
<th>Background Rate at 3.55 keV (see §8.4.1)</th>
<th>Background Events in Signal Window</th>
<th>Median Signal Significance</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>2.9 × 10^{-5} cm^{-2} s^{-1}</td>
<td>6.07 × 10^{-2} cm^{-2} s^{-1}</td>
<td>0.978 cm^{2}</td>
<td>300 s</td>
<td>17.8</td>
<td>3.6 cm^{-2} s^{-1} keV^{-1}</td>
<td>5.4</td>
<td>5.8 σ</td>
</tr>
</tbody>
</table>

neutrino decay (Table 8.1). Assuming the NFW profile of Fig. 8.1, at a 20° radius FOV we would expect a scaled signal flux of $6.07 \times 10^{-2}$ cm$^{-2}$ s$^{-1}$, 2000 times higher than the XMM-Newton observation. A 300 s Micro-X observation with that FOV would obtain 17.8 total events in the X-ray line. This signal has to be compared to the background from X-ray emission in the FOV, which we model in detail in Section 8.4.1. At 3.5 keV, the background model predicts a flux of 3.6 cm$^{-2}$ s$^{-1}$ keV$^{-1}$. Given a resolution of 3 eV FWHM, the total number of background expected in a 5.1 eV ($\pm 2\sigma_E$) window is 6.6 counts. In spite of the small statistics, the median significance of the putative signal above the continuum background is 5.1σ in this short observation.

A candidate line of this strength in a large-FOV observation would also be stronger relative to atomic lines than in XMM-Newton and Chandra observations. In fact, as detailed in Section 8.4.1, the background model for the GC is dominated by a blackbody continuum from low-mass X-ray binaries, so no significant atomic lines are expected to be visible above the continuum in the energy range of interest. The strongest lines between 3.5 and 3.6 keV come from K XVL and Cl XVII with expected counts of less than 1 event in the Micro-X observation, so if a line of this strength was detected at this energy it would be in strong tension with a “standard” astrophysical origin.

For comparison, in the [225] analysis of 1.4 Ms of XMM-Newton data we estimate around 7,500 signal counts in the claimed 3.54 keV line in each MOS detector. In that same resolution element, there are upwards of 500,000 background counts. With a signal-to-noise ratio of 0.015, the authors use the XMM-Newton high statistics measurement to detect such a small signal at high formal significance (5.7σ), but doing so depends on an accurate model of their background and minimal systematic errors.

### 8.3 Analysis of XQC Data

Motivated by the estimates in the preceding section, we now focus on existing data from XQC. Data from an observation centered at the Galactic coordinates of $l = 90^\circ$, $b = 60^\circ$ during the 3rd flight of XQC were first presented by McCammon et al.
Boyarsky et al. [233] used this data to constrain the decay of sterile neutrino dark matter, and their results are reproduced in Figure [8-10]. Their analysis did not perform background subtraction and was limited to data below $\sim 1$ keV.

We perform a new analysis that develops a background model for the data between 2.0 keV and 11 keV, and then uses the data and background model to constrain the flux of an unidentified line in this interval. The use of background subtraction and higher-energy data from a more recent flight of XQC are the main improvements over Boyarsky et al. [233]. We analyze a partial data set from the fifth flight of the XQC rocket, which flew 2011 November 06 at 08:00 UT as flight 36.364UH from the White Sands Missile Range. It obtained about five minutes of on-target data at altitudes above 160 km. The field of view was centered at the Galactic coordinates of $l = 165^\circ$, $b = -5^\circ$, close to the galactic anti-center. A pixel recovery time constant of 5 ms resulted in substantial pileup of events in the data stream. A data quality cut removing pileup events resulted in an exposure of 107.6 s for the 30 working pixels in the array. Since XQC is optimized for observations below 1 keV, only 25% of pulses above 1.8 keV are saved, resulting an effective exposure only 26.9 s. A more advanced pileup removal algorithm is under development, which will recoup up to 85% of the on-target data. Additionally, data from other XQC flights is being reprocessed, and the addition of these data sets is expected to increase the total exposure available for a future analysis of previous XQC flights by over an order of magnitude.

Fig. [8-4] shows the XQC data above 2.0 keV. The spectrum contains a power law continuum with strong lines at 3.31 keV and 3.59 keV from K\(\alpha\) and K\(\beta\) transitions of potassium, respectively. These lines arise from a \(^{41}\)Ca source which provides continuous calibration during the flight, and is used to correct gain fluctuations. X-rays incident on XQC may be absorbed in either the HgTe absorber or its Si substrate. The photons absorbed in the HgTe are efficiently thermalized, while those absorbed in the substrate experience an energy loss of about 15-20%. Potassium K\(\alpha\) and K\(\beta\) events absorbed in the substrate form the two broad peaks centered at 2.80 keV and 3.0 keV, below the corresponding lines due to absorption in the HgTe. The relative intensity of the full-energy peak in the absorber and the second peak from events in the substrate is determined by the relative absorption efficiencies for X-rays in the two detector elements, shown in Fig. [8-3]. The efficiency of the Si rises rapidly above 1.0 keV, and becomes comparable to the HgTe efficiency above 3.5 keV.

The overall strategy of the analysis is to perform an exclusion on the rate above background of an unidentified line centered at each energy between 2.0 keV to 5.0 keV. To do this, we first fit a background model to the data incorporating the important spectral features described above. We then use the model to estimate the background in a sliding energy window, allowing us to set an upper limit on the expected flux from an unidentified line, as a function of energy. As noted above, only 25% of events above a threshold of $\sim 1.8$ keV are saved in the data stream because of bandwidth constraints. The gradual turn-on of this threshold makes the efficiency difficult to determine in the 1-2 keV range, so we restrict the analysis to energies above 2 keV. There are few events observed above 5.0 keV and there may be nonlinearities in the energy scale significantly above this, so we also restrict to energies below 5 keV.

The background model and its components are shown in Figure [8-4]. The model
incorporates the lines from the $^{41}$Ca source, a continuum from events in which photoelectrons escape the absorber, a power law continuum from the Crab [250], a power law continuum from the diffuse X-ray background [251], and component from cosmic rays. The power law models are properly corrected for the suppressed energy measurement when X-rays interact in the Si substrate, as well as for the efficiency of X-ray detection shown in Figure 8-3. Fits are performed using the RooFit software package based on the Minuit numerical minimizer [252]. We use the method of extended unbinned maximum likelihood [253], which is more stable than binned fits in a low-statistics setting. More details on the model and statistical methodology are provided in the Appendix.

For each energy $E_0$, we construct a window $[E_0 - 2\sigma, E_0 + 2\sigma]$ of two standard deviations in energy resolution which we use to set upper limits on any flux above the modeled background. The background model is fit to all data outside this signal window, and then extrapolated into the window. The background model in the window is then integrated to obtain the background rate $b$ with uncertainty $\sigma_b$ propagated from the uncertainty on the fit parameters. An upper limit is then set on the rate of signal above background in the window, for a Poisson process. Limits are set using the profile likelihood test statistic described in [254], which incorporates the uncertainty on the background rate in the window. The critical value of the test statistic for the desired confidence level is calculated exactly from Monte Carlo simulations rather than using the asymptotic distribution of the test statistic. This is important because the low count rate means that test statistic is not well-described by its asymptotic distribution. The upper limits are set using the RooStats software.
so we restrict the analysis to energies above 2 keV.

The gradual turn-on of this threshold makes the efficiency difficult to determine in the 1-2 keV range.

The residual energy loss due to charge trapping in the HgTe absorbers while the two broad peaks at lower energies are due to Kα and Kβ X-rays that interact in the Si substrate of the HgTe absorbers. The calibration source produces lines at 3.31 keV and 3.59 keV from Kα and Kβ transitions of potassium, while the two broad peaks at lower energies are due to Kα and Kβ X-rays that interact in the Si substrate of the HgTe absorbers. The gradual turn-on of this threshold makes the efficiency difficult to determine in the 1-2 keV range.

The residual energy loss due to charge trapping in the HgTe absorbers while the two broad peaks at lower energies are due to Kα and Kβ X-rays that interact in the Si substrate of the HgTe absorbers. The calibration source produces lines at 3.31 keV and 3.59 keV from Kα and Kβ transitions of potassium, while the two broad peaks at lower energies are due to Kα and Kβ X-rays that interact in the Si substrate of the HgTe absorbers. The gradual turn-on of this threshold makes the efficiency difficult to determine in the 1-2 keV range.

The residual energy loss due to charge trapping in the HgTe absorbers while the two broad peaks at lower energies are due to Kα and Kβ X-rays that interact in the Si substrate of the HgTe absorbers. The calibration source produces lines at 3.31 keV and 3.59 keV from Kα and Kβ transitions of potassium, while the two broad peaks at lower energies are due to Kα and Kβ X-rays that interact in the Si substrate of the HgTe absorbers. The gradual turn-on of this threshold makes the efficiency difficult to determine in the 1-2 keV range.
Table 8.2: Flux limits on a line at 3.53 keV from XQC data in this work, compared with the flux from the galactic center of [225], referred to the XQC field of view using the same fiducial DM profiles as Fig. 8-2.

<table>
<thead>
<tr>
<th>Data</th>
<th>DM profile</th>
<th>Flux [cm$^{-2}$ s$^{-1}$]</th>
</tr>
</thead>
<tbody>
<tr>
<td>XQC (this work)</td>
<td>N/A</td>
<td>$&lt; 5.3 \times 10^{-2}$ (95% CL)</td>
</tr>
<tr>
<td>[225] NFW</td>
<td>(2.03 ± 0.35) $\times 10^{-2}$</td>
<td></td>
</tr>
<tr>
<td>[225] Einasto</td>
<td>(1.95 ± 0.34) $\times 10^{-2}$</td>
<td></td>
</tr>
<tr>
<td>[225] Burkart</td>
<td>(11.7 ± 0.2) $\times 10^{-2}$</td>
<td></td>
</tr>
</tbody>
</table>

Although the “sliding window” approach does not exploit the signal and background shape within the energy window, there is little loss of information because of the very low statistics of a potential signal.

Fig. 8-5 shows the limits on the flux of an unidentified line as a function of the line energy, calculated using the limit-setting procedure described above with the background model. At 3.53 keV, we set an upper limit on the flux of an unidentified line of $5.3 \times 10^{-2}$ cm$^{-2}$ s$^{-1}$ at 95% CL. The flux reported in the GC by [225], when referred to the XQC field using fiducial DM profiles is listed in Table 8.2. Our limits are only able to exclude the galactic center flux under the assumption of a cored DM profile such as Burkart. Nevertheless, it is important to emphasize that XQC achieves this result with merely $\sim 27$ s of data. This underscores the value of analyzing the full set of high-energy data from this and other XQC flights, since the limit will improve with additional statistics. More data will furthermore help to constrain the background shape, facilitating more robust modeling than we are able to perform here.

8.4 Estimates for Future Observations

In this section we estimate the sensitivity of a potential GC observation with the Micro-X payload. A GC observation is the most direct comparison to [225], and the higher energy resolution of the Micro-X instrument results in a lower background from continuum emission and better discrimination between unexpected lines and those coming from atomic transitions in the observed plasma. We use a 0.38 sr, 20° radius FOV as an estimate of the achievable FOV without the Micro-X optics. A future redesign of the optical aperture of the cryostat could increase the FOV to 1 sr.

8.4.1 Backgrounds

The first step in estimating the sensitivity of a potential MW GC observation with Micro-X is constructing a background model of the complex emission from the large FOV. For this we have used data from the ROSAT All-Sky Survey to obtain the contribution from diffuse emission, and its Bright Source Catalogue [RASS-BSC, revision 1RXS, 256] to estimate the contribution from point sources in the field.
Figure 8-5: Upper limit at 95% C.L. on the flux of an unidentified line in the XQC spectrum (black line), as a function of the line energy. Bands show the ±1σ (green band) and ±2σ (yellow band) range of the expected limit from the background-only hypothesis. Inset shows the energy range around the putative 3.5 keV line of 226. Energy range is referred to the XQC field of view using the NFW profile from Fig. 8-2.
Figure 8-6: Expected X-ray background from a 20° radius region centered on the Galactic Center. The total background spectrum is shown in black, the expected emission from the brightest low mass X-ray binaries (as shown in Table 8.3 in Appendix ??) in green, and the power-law and thermal components from the diffuse background emission are shown in red and blue respectively. Additionally, we have added additional components from K and Cl assuming the abundances used in Jeltema and Profumo [227] to explain the excess flux detected in XMM-Newton GC observations. These lines are highlighted in the inset.

The total background model is shown in Figure 8-6 and discussed below.

**GC Diffuse Background**

The ROSAT data for finding the diffuse component of the backgrounds was accessed via the HEASARC X-ray Background Tool v2.5. This tool provides the integrated count rate over regions of the sky (up to a maximum radius of 10°) in various energy bins seen by the ROSAT PSPC instrument as well as values for the average absorption column $n_H$ along the line of sight. For our analysis, we use the average $n_H$ given by the model from Dickey and Lockman [257], and model it using the $thabs$ absorption prescription [258]. For each line of sight, we convert the fluxes in the ROSAT band into a spectrum that would be seen by Micro-X using the WebPIMMS portable mission count rate simulator, also from HEASARC. To fit the ROSAT data, we use a power law plus thermal model of McCammon et al. [234] with an exponent of 1.52 and a temperature of 0.225 keV. The normalizations between the two components in McCammon et al. [234] are provided for a broadband spectrum, so the energy range of the ROSAT band is isolated to find what fraction of the flux within that band is accounted for by each component. With the appropriate normalizations for the two-component model in hand, along with the ROSAT count rates, we then
simulate the expected emission from the diffuse background using the powerlaw and APEC models in XSPEC. Additionally, we used AtomDB \cite{259}, version 2.0.2 \cite{260} to calculate the contribution from Cl xvii and K xviii, since these elements are not included in the standard APEC thermal plasma emission model.

The assumed FOV for a future Micro-X GC observation has a radius of 20° while the X-ray Background Tool can only select areas with a maximum radius of 10°, so we combined data using a tiling of fields. The tiling pattern consists of a 10° cone in the center, surrounded by 9 regions with radii of 5° to fill in the the surrounding annulus, and 9 more regions each with radii of 1° and 1.659° to fill in the gaps. The outer part of this set of observation regions covers 86.3% of the outer annulus, and all regions together cover 89.7% of the FOV. To make up for the missing regions, we take the mean flux in the sampled regions of the outer annulus and assume that it matches the mean flux for the entire annulus. As a point of reference, the total count rate estimate for the diffuse emission within a 3 eV wide bin at 3.5 keV is $4.6 \times 10^{-3}$ cm$^{-2}$ s$^{-1}$.

**GC Backgrounds from Bright Sources**

For the bright source data, we compile a list of the 12 brightest sources within the region of interest which account for 80% of the total flux. All these sources are low mass X-ray binaries (LMXBs), and their spectra are modeled using the emission and absorption parameters obtained through X-ray observations (the references for each source are shown in Table 8.3). Note that the observed flux from these sources will depend on their actual state at the time of observation, so there is some inherent uncertainty in this background estimate. For the remaining portion of the bright source contribution, we treat the objects as unresolved, adding the flux associated with those objects into the diffuse background and using the same model (this is a bit ambiguous. The “same” model being the LMXB or the diffuse model? –Tali).

**GC Combined Background**

Figure 8-6 shows the total background model for a 20° radius field centered on the GC, which includes the diffuse + point source emission discussed above. We show the total flux in black, the expected emission from the brightest low mass X-ray binaries (as shown in Table 8.3 in Appendix ??) in green, and the power-law and thermal components from the diffuse background emission are shown in red and blue respectively. Additionally, we have added additional components from K and Cl assuming the abundances used in Jeltema and Profumo \cite{227} to explain the excess flux detected in XMM-Newton GC observations. These lines are highlighted in the inset. As can be seen, above 2 keV the background is dominated by the continuum from low mass X-ray binaries, with the contribution from atomic lines at 3.5 keV four orders of magnitude smaller that the continuum.
Table 8.3: LMXBs included in the background model for the Micro-X observation.

<table>
<thead>
<tr>
<th>ROSAT Name</th>
<th>Associated Name</th>
<th>Count Rate (counts/s)</th>
<th>$N_H$ (10^{22} cm$^2$)</th>
<th>$F_{0.5-2}$ keV (10^{-9}$ ergs/s/cm$^2$)</th>
<th>$F_{2-10}$ keV (10^{-9}$ ergs/s/cm$^2$)</th>
<th>Reference</th>
</tr>
</thead>
<tbody>
<tr>
<td>1RXS J173143.6–165736</td>
<td>GX 9+9</td>
<td>144.5</td>
<td>0.15</td>
<td>1.3448</td>
<td>4.5127</td>
<td>Ng et al. [261]</td>
</tr>
<tr>
<td>1RXS J182340.5–302137</td>
<td>4U 1820–30</td>
<td>127</td>
<td>0.078</td>
<td>1.3219</td>
<td>5.188</td>
<td>Costantini et al. [262]</td>
</tr>
<tr>
<td>1RXS J170544.6–362527</td>
<td>GX 349+02</td>
<td>91.82</td>
<td>0.7</td>
<td>1.8785</td>
<td>12.075</td>
<td>Ng et al. [261]</td>
</tr>
<tr>
<td>1RXS J173858.1–442659</td>
<td>4U 1735+44</td>
<td>61.88</td>
<td>0.185</td>
<td>1.1257</td>
<td>4.5544</td>
<td>Ng et al. [261]</td>
</tr>
<tr>
<td>1RXS J175840.1–334828</td>
<td>4U 1755–33</td>
<td>31.08</td>
<td></td>
<td></td>
<td></td>
<td>Angelini and White [263]</td>
</tr>
<tr>
<td>1RXS J180132.3–203132</td>
<td>GX 9+1</td>
<td>30.92</td>
<td>1.447</td>
<td>0.71644</td>
<td>19.997</td>
<td>Iaria et al. [261]</td>
</tr>
<tr>
<td>1RXS J173602.0–272541</td>
<td>GS 1732–273</td>
<td>29.79</td>
<td>0.67</td>
<td>0.82566</td>
<td>1.2021</td>
<td>Yamauchi and Nakamura [264]</td>
</tr>
<tr>
<td>1RXS J181601.2–140213</td>
<td>GX 17+2</td>
<td>24.82</td>
<td>3.18</td>
<td>0.6596</td>
<td>15.843</td>
<td>Cackett et al. [264]</td>
</tr>
<tr>
<td>1RXS J170855.6–440653</td>
<td>4U 1705+44</td>
<td>20.37</td>
<td>1.5</td>
<td>0.5785</td>
<td>6.4055</td>
<td>Ng et al. [261]</td>
</tr>
<tr>
<td>1RXS J174755.8–263352</td>
<td>GX73+1</td>
<td>19.2</td>
<td>1.7</td>
<td>0.42601</td>
<td>4.4799</td>
<td>Piraino et al. [267]</td>
</tr>
<tr>
<td>1RXS J180108.7–250444</td>
<td>GX 5–1</td>
<td>17.78</td>
<td>2.8</td>
<td>0.6671</td>
<td>41.512</td>
<td>Ueda et al. [268]</td>
</tr>
<tr>
<td>1RXS J173413.0–260527</td>
<td>KS 1731–260</td>
<td>14.09</td>
<td>1.08</td>
<td>0.40815</td>
<td>2.9953</td>
<td>Narita et al. [269]</td>
</tr>
</tbody>
</table>
Figure 8-7: Total efficiency of Micro-X for X-ray detection as a function of energy.

8.4.2 Signal and Sensitivity

Using the background model above and the methodology of our analysis of XQC data, we can estimate the sensitivity to an unidentified line in observations by Micro-X. We consider measurements centered on the GC. While the Micro-X constraints are qualitatively similar to those of XQC, they are more stringent because of the significantly higher spectral resolution of Micro-X.

In a realistic flight, Micro-X requires an on-board calibration source similar to the one that produces the potassium lines in Fig. 8-4. The $^{41}$Ca source used by XQC is not ideal for searching for a line at 3.5 keV because the Kβ line is at an energy similar to the signal. We consider an alternate calibration source consisting of an $^{55}$Fe source that produces fluorescence X-rays by illuminating an NaCl wafer. A kapton filter could block Auger electrons from the NaCl and the $\sim 1$ keV X-rays from Na fluorescence, leaving only the Kα (2.62 keV) and Kβ (2.82 keV) lines from Cl fluorescence, as well as a small number of back-scattered $^{55}$Fe X-rays. We simulate the energy spectrum observed by Micro-X using Geant4 [83], and add it to the astrophysical X-ray spectrum, assuming a calibration source rate of 1 Hz / pixel.

Cosmic rays will also produce a background in Micro-X. Most cosmic ray primaries are protons with energies around a few GeV. These act as minimum-ionizing particles producing a broad continuum of energies in the detector, but peaking in the signal region around 3-4 keV. We simulate the cosmic ray energy spectrum using Geant4, and add this as a background component in the background spectrum. With a total rate of about 1 Hz in MicroX, cosmic rays comprise a very small fraction of the total background.

We assume a nominal energy resolution for Micro-X of 3 eV FWHM, with an exposure time of 300 s. The physical area of the Micro-X detector is 1 cm$^2$, while the absorption efficiency of X-rays in the detector is shown in Fig. 8-7. Using the same analysis approach that we applied to XQC, we compute the expected upper limit on
Figure 8-8: Expected limit from an observation of a 20° field around the GC by Micro-X. Black dashed line shows the median expected 95% CL upper limit, while the green and yellow bands are the ±1σ (green band) and ±2σ (yellow band) ranges of the expected upper limits. The expected upper limit rises at high energies because of the falling efficiency to detect x-rays. The red point is the flux of [225], extrapolated to the Micro-X field of view using an NFW profile.
the flux of an unidentified line as a function of energy, under the background-only hypothesis. The resulting limit is shown in Fig. 8-8.

### 8.5 Sterile Neutrino Interpretation

The flux limits obtained from XQC data and projected for Micro-X can be translated into constraints on models of dark matter. Although the literature contains a range of models that could produce an X-ray line, we consider a decaying sterile neutrino as a benchmark model because it has been extensively discussed as the source of the 3.5 keV excess. Using equations (8.2) and (8.3) for the flux of a decaying sterile neutrino, we translate the limits of Fig. 8-5 and Fig. 8-8 into limits on the sterile neutrino mass $m_s$ and mixing angle $\sin^2 2\theta$.

Although the XQC limits are not strong enough to provide a robust exclusion of the parameters inferred by [223], a Micro-X observation of the GC could provide a significantly stronger constraint because of its better energy resolution and larger exposure, and because of the larger signal strength in the GC. These limits obviously depend on the structure of the dark matter halo, with cored profiles producing significantly stronger constraints in the XQC field than NFW-like profiles. In addition, the wide-FOV observations are complementary to narrow-FOV observations of distant galaxies and clusters because they directly address whether an unidentified line is present as an all-sky signal in the MW. This confirmation is crucial for distinguishing
an atomic interpretation from an exotic DM one.

8.6 Conclusion

Microcalorimeters onboard sounding rockets have the ability to place competitive bounds on keV sterile neutrinos or other dark matter models whose flux scales linearly with dark matter density. We have analyzed a subset of the data acquired during the 5th flight of the XQC payload corresponding to an effective exposure of 26.9 s on 30 pixels and placed a upper limit on keV sterile neutrinos between 4-10 keV which demonstrates the prospect for future observations with this type of instrument. In particular, the XQC data excludes the sterile neutrino interpretation of the excess reported by Boyarsky et al. [225] under the assumption of a cored Milky Way dark matter profile, although it cannot do so for the standard NFW profile. A study of a future observation of the Galactic center with the Micro-X payload would have sensitivity to new parameter space in the $(m_s, \sin^2 2\theta)$ sterile neutrino plane. Optimizations of the pointing direction, FOV, and resolution, along with repeated observations would all increase the sensitivity of this technique in the future.
8.A Statistical Model for XQC

We use the method of unbinned extended maximum likelihood to fit the XQC data. The unbinned method produces equivalent results to binned $\chi^2$ fits in the limit of high statistics, but produces more reliable fits in low statistics settings where many bins would have few or zero events [101]. The likelihood function for our background model has the form

$$\mathcal{L}(S; \{E_i\}) = \mathcal{N}(\mu_5)\mathcal{N}(\mu_6) \frac{e^{-\mu} \mu^N}{N!} \prod_{i=1}^{N} \left[ \sum_{k=1}^{7} \frac{\mu_k}{\mu} P_k(S_k; E_i) \right],$$

where the product is taken over the $N$ total events in the observation, and the sum is taken over each of 7 components of the background model. The values $\mu_k$ are the estimated number of events in each of the background components and $\mu \equiv \sum_k \mu_k$. The PDFs for each component are the $P_k(S_k; E_i)$, which are functions of energy and depend on the vector of parameters $S_k$ (with $S = \cup_k S_k$). The functional forms for each PDF are listed in Table 8.4 and the corresponding parameters are in Table 8.5. Background PDFs which have a fixed template shape, such as the cosmic rays, do not have any parameters, so $S_k$ is an empty set. The first two terms, $\mathcal{N}(\mu_5)$ and $\mathcal{N}(\mu_6)$, are gaussian constraints on the event rates due to the Crab and the diffuse X-ray background, respectively, which incorporate the flux measurements and uncertainties from [250] and [251]. The Poisson term (third) is the extended likelihood term, which constrains the total expected event rate by the number of observed counts.

The components of the background PDF are summarized in Table 8.4 and the key model parameters are contained in Table 8.5. The calibration lines from interactions in the HgTe absorber are modeled using a gaussian kernel density estimate (KDE) based on calibration data taken immediately before launch. A similar KDE does not accurately describe the corresponding substrate lines around 2.80 keV and 3.0 keV. These are more reliably modeled by gaussian PDFs with fitted means and a common fitted width. Events that interact in the substrate have suppressed energy because of charge trapping effects that depend on the neutralization state of the Si, so differences between flight and calibration data are not surprising.

We model the X-ray continuum with two power laws. One describes the flux from the Crab, using canonical parameters and a flux uncertainty of about 5% from [250]. The other describes the diffuse X-ray background, using parameters from the Chandra deep field measurement with a flux uncertainty of 12% from [251]. Before fitting, the power laws must be weighted by the efficiency of both the HgTe absorber and the Si substrate. Since the events in the Si substrate appear below their true energy, this component must be shifted to lower energies by a similar fractional energy loss as the calibration lines. The resulting PDF for the continuum is given by

$$P_{\text{power}}(E) = e^{HgTe}(E)E^{-\alpha} + e^{\text{subst.-}}(E/k) \left( \frac{E}{k} \right)^{-\alpha},$$

where $k = E_{K\alpha}^{\text{subst.}}/3.31$ keV is an estimate of the fractional energy loss of the K$\alpha$
<table>
<thead>
<tr>
<th>$k$</th>
<th>PDF component</th>
<th>Functional form</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>potassium Kα, Kβ cal. events in HgTe</td>
<td>KDE based on pre-flight calibration</td>
</tr>
<tr>
<td>2</td>
<td>potassium Kα cal. events in Si substrate</td>
<td>gaussian, with fitted mean and width</td>
</tr>
<tr>
<td>3</td>
<td>potassium Kβ cal. events in Si substrate</td>
<td>gaussian, with fitted mean and width</td>
</tr>
<tr>
<td>4</td>
<td>photoelectrons from cal. source escaping from absorber</td>
<td>uniform from 0 keV to potassium Kβ energy</td>
</tr>
<tr>
<td>5</td>
<td>Crab nebula</td>
<td>power law</td>
</tr>
<tr>
<td>6</td>
<td>cosmic XRB</td>
<td>power law</td>
</tr>
<tr>
<td>7</td>
<td>cosmic rays</td>
<td>spectrum derived from Geant4 simulation</td>
</tr>
<tr>
<td></td>
<td></td>
<td>of protons with power law above 1 GeV ($\alpha = 2.7$)</td>
</tr>
</tbody>
</table>

Table 8.4: Components of XQC background PDF in equation (8.5).
Table 8.5: Parameters of the XQC background PDF in equation (8.5).

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>( K ) (event)</td>
<td>1.6 ± 0.9 ( s^{-1} )</td>
</tr>
<tr>
<td>( K ) (event)</td>
<td>8.7 ± 0.2 ( s^{-1} )</td>
</tr>
<tr>
<td>( K ) (event)</td>
<td>4.8 ± 0.0 ( s^{-1} )</td>
</tr>
<tr>
<td>( K ) (event)</td>
<td>2.1 ± 0.0 ( s^{-1} )</td>
</tr>
<tr>
<td>( K ) (event)</td>
<td>3.0 ± 0.0 ( s^{-1} )</td>
</tr>
<tr>
<td>( K ) (event)</td>
<td>6.2 ± 0.0 ( s^{-1} )</td>
</tr>
<tr>
<td>( K ) (event)</td>
<td>2.0 ± 0.0 ( s^{-1} )</td>
</tr>
<tr>
<td>( K ) (event)</td>
<td>1.9 ± 0.2</td>
</tr>
<tr>
<td>( K ) (event)</td>
<td>4.1 ± 0.4</td>
</tr>
</tbody>
</table>

- **2 number of \( K \) cal. events in HgTe**
- **414 ± 21**
- **2 mean measured energy of \( K \) cal. line in Si substrate**
- **2.784 ± 0.006 keV**
- **2 width of measured \( K \), \( K \) cal. lines in Si substrate**
- **0.063 ± 0.005 keV**
- **3 number of \( K \) cal. events in Si substrate**
- **62.0 ± 9.3**
- **3 mean measured energy of \( K \), \( K \) cal. events in Si substrate**
- **3.003 ± 0.104 keV**
- **4 number of Crab spectral index**
- **2.1**
- **5 Crab spectral index**
- **2.1**

**8 cosmic XRB spectral index**

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \nu )</td>
<td>1.4 ( s^{-1} )</td>
</tr>
<tr>
<td>( \nu )</td>
<td>9.7 ± 0.5 ( s^{-1} )</td>
</tr>
<tr>
<td>( \nu )</td>
<td>4.8 ± 0.0 ( s^{-1} )</td>
</tr>
<tr>
<td>( \nu )</td>
<td>2.1 ± 0.0 ( s^{-1} )</td>
</tr>
<tr>
<td>( \nu )</td>
<td>3.0 ± 0.0 ( s^{-1} )</td>
</tr>
<tr>
<td>( \nu )</td>
<td>6.2 ± 0.0 ( s^{-1} )</td>
</tr>
<tr>
<td>( \nu )</td>
<td>2.0 ± 0.0 ( s^{-1} )</td>
</tr>
<tr>
<td>( \nu )</td>
<td>1.9 ± 0.2</td>
</tr>
<tr>
<td>( \nu )</td>
<td>4.1 ± 0.4</td>
</tr>
</tbody>
</table>

**7 number of cosmic rays in the range**

**constraint on cosmic XRB flux at 1 keV**

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \phi )</td>
<td>9.7 ± 0.5 photons cm(^{-2}) s(^{-1}) keV(^{-1}) sr(^{-1})</td>
</tr>
</tbody>
</table>

**6 number of cosmic XRB events**

**constraint on Crab flux at 1 keV**

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \phi )</td>
<td>10.9 ± 1.0 photons cm(^{-2}) s(^{-1}) keV(^{-1}) sr(^{-1})</td>
</tr>
</tbody>
</table>

**5 number of Crab events**

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \phi )</td>
<td>48.0 ± 2.5 photons cm(^{-2}) s(^{-1}) keV(^{-1}) sr(^{-1})</td>
</tr>
</tbody>
</table>

**2 number of escaped electrons with escaping electrons in the range**

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \phi )</td>
<td>2.0 ± 0.0 photons cm(^{-2}) s(^{-1}) keV(^{-1}) sr(^{-1})</td>
</tr>
</tbody>
</table>

**1 number of \( K \), \( K \) cal. events in HgTe**

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \phi )</td>
<td>1.6 ± 0.9 photons cm(^{-2}) s(^{-1}) keV(^{-1}) sr(^{-1})</td>
</tr>
</tbody>
</table>
Figure 8-11: Simulated energy spectrum in the XQC (blue) and Micro-X (green) X-ray absorbers. Geant4 [83] is used to simulate a power law distribution of primary cosmic ray protons [271] impinging isotropically on the two absorbers. Both distributions are typical for minimum-ionizing particles. The mean energy deposited in XQC is larger than in Micro-X because of the additional 15 $\mu$m Si substrate of the HgTe absorber present in XQC but not in Micro-X.

calibration line. Note that this parameterization implicitly assumes that the charge trapping process in the substrate is energy-independent. Since the Crab lies 19.5$^\circ$ off the observation axis, the geometrical acceptance of the detector to X-rays from the Crab is 94.2% of the effective area for on-axis events. Because of a similar geometrical effect, the acceptance of the diffuse X-rays is 92.7% of the effective area for on-axis events.

The background component due to cosmic rays is only about 2 events in the 2-5 keV window. We obtain the spectral shape of cosmic rays by simulating protons with a typical power law spectrum [271] impinging on the XQC absorber and substrate. Since protons are minimum ionizing particles, this is approximately a Landau distribution with a peak around 7 keV, as shown in Figure 8-11.
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